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ABSTRACT 
 

This thesis proposes a linear model based on human 

physiology for the explanation of the Motion Sickness 

Incidence (MSI) data found in previously reported 

experiments. The major human sensory systems taken into 

account are vestibular, visual, and the interaction between 

these two. The model is validated against the previous 

descriptive model and the corresponding experimental data. 

The proposed model predicts MSI with adequate precision 

(less than ±5%) in the frequency range between 0.07 Hz and 

0.25 Hz. The difference between the proposed model and the 

previous descriptive model is increased at the outer 

frequency regions of the data. 
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EXECUTIVE SUMMARY 
 

This thesis proposes a linear model based on human 

physiology for the explanation of the Motion Sickness 

Incidence (MSI) found in experiments reported by McCauley, 

Royal, Wylie, O’Hanlon, and Mackie (1976). The major human 

sensory systems taken into account are vestibular, visual, 

and the interaction between these two sensory systems.  

The proposed model combines the error produced in the 

aforementioned two major sensory systems to estimate the 

MSI: 

� The error produced in the estimation of gravity vector in 

the vestibular system, and 

� The error produced from the retinal slip in the visual 

system (residual optical flow). 

The model is validated against the Human Factors 

Research, Inc. (HFR) descriptive model and the corresponding 

experimental data (McCauley et al., 1976). The predicted MSI 

approximates the experimental data with adequate precision 

(less than ±5% error) in the frequency range between 0.07 Hz 

and 0.25 Hz. The difference between the proposed model and 

the HFR model is increased at the outer regions of the 

McCauley et al. (1976) experiments. The existing differences 

can be attributed to the constrained nature of this thesis 

(not all human systems known to be contributing to motion 

sickness are taken into account). 

The model is designed to predict seasickness in 

populations and may not accurately predict seasickness in a 

specific individual. Connection between a specific parameter 

 xix



 
 

and susceptibility to motion sickness has yet to be found 

(Bles, de Jong, & Oosterveld, 1984; Lentz, 1984).  
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 I. INTRODUCTION 

 A. OVERVIEW 

The demand for 24-hour continuous, extensive and high 

operational tempo missions in naval operations combined with 

the use of complex systems, the need for reduced reaction 

times, and minimal errors, results in very high stress 

levels on ships’ crews. In conjunction with rapid 

transitions from daytime to nighttime duty hours, extended 

duty hours, rotating work schedules, extreme weather 

conditions, sea states and limited crew experience, these 

requirements reduce performance and motivation to work, 

increasing risk and compromising safety. 

The human element is susceptible to degraded 

performance in a number of ways. Driskell and colleagues 

(Driskell, Hughes, Willis, Cannon-Bowers, & Salas, 1991; 

Driskell, Mullen, Johnson, Hughes, & Batchelor, 1992) have 

conducted two reviews of the stress literature. These 

reports were supplemented by material from another 

collection of reviews (Driskell & Salas, 1996). Figure 1 is 

a diagram of a general model of the effects of stressors on 

performance. The listing of stressor conditions is divided 

into two general categories: the physical environment and 

the conditions of the task itself.  Physical stressors 

include noise, extremes of temperature, vibration, physical 

isolation, threat of failure or injury, and the use of 

chemical or biological agents.  Stressful conditions of the 

task include time pressure, multiple task demands, and 

sustained performance that lead to sleep deprivation and 

fatigue. In the center of the diagram are modulating 

conditions of the individual and social setting that can 

1 



 
 

moderate the effects of these stressors on performance.  

They include individual factors such as training, 

experience, personality factors, and motivation, as well as 

social factors such as unit cohesion, leadership, group 

pressure, and social supports.  The effects of these 

stressors can manifest in a variety of performance and 

physiological effects: speed of responding, decreased 

accuracy, physiological responses and psychological effects 

such as altered mood, motivation and psychiatric illness 

(Hursh & Bell, 2001). 

 

GENERAL MODEL OF STRESS EFFECTS ON PERFORMANCE

Individual Factors

Physical Environ.

Task Variables

STRESSORS

Noise
Extreme Temp.
Vibration
Isolation
Threat of Failure/
   Injury ( eg. NBC)

Time Pressure
Sustained OPS
    & Fatigue
Multiple Tasks
Ambiguity
Controllability

STRESS EFFECTS
Performance/Psych.

Speed of Response
Decision Accuracy
Commo Quality
Mood
Combat Stress 
     Disorders

Physiological
Heart Rate
Blood Pressure
Hormone
Neurochemical
Autonomic Effects

MODULATORS

Cohesion
Leadership
Communication
     Skills
Group Pressure
Social Supports

Social Factors

Training
Experience
Personality
Intelligence
Motivation

CONFIDENCE

Goals Achieved
Positive
  Exchange Ratios
Mission Competed
Increased Support

 

Figure 1: General model of stress effects on 
performance (Hursh & Bell, 2001). 

 

2 

The consequences of the aforementioned factors can be 

serious and have resulted in numerous accidents examples 

(Lauber & Kayten, 1988). Research on the effects of stress 



 
 

on human performance is of vital concern because, in the 

military, we are interested in intervening to improve 

personnel performance before it can deteriorates into 

disaster. 

 

 B. BACKGROUND 

In the military there are many stations and duties that 

are directly affected by an operator’s performance. 

Especially aboard a ship a large proportion of the crew is 

dealing with duties sensitive to performance deterioration. 

Therefore, it is of primary concern to analyze how overall 

effectiveness may be vulnerable to human performance 

degradation. 

Part of the aforementioned deterioration is a direct 

result of the influence of motion sickness through its 

symptomatology. Unfortunately, the models existing in the 

literature fall into two categories: 

� They are descriptive and not etiologic (McCauley 

et al., 1976; O'Hanlon & McCauley, 1974)1, or 

• They are based on human physiology, but 

qualitative (Griffin, 1990b; Oman, 1982). 

 

C. OBJECTIVES 

The purpose of this thesis is to develop an etiologic 

model based on human physiology, describing the severity of 

motion sickness through MSI accumulation. The model will be 

based on known physiological processes. The sub-factors that 

                     

3 

1 Because the McCauley et al. (1976) Technical Report is not readily 
accessible, we have made a PDF copy available at a web page of the Naval 
Postgraduate School: http:// 
http://www.nps.navy.mil/orfacpag/resumePages/publications/mccauleypu.htm 



 
 

will be examined are the vestibular system function and 

afferent signals, the visual system through its contribution 

to motion sickness, and adaptation issues. The output MSI 

from the final model will be verified and validated against 

the McCauley et al (1976) experimental data. 

 

D. PROBLEM STATEMENT 

The primary research questions being investigated by 

this research are: 

 1) How do the main contributing factors of motion 

sickness (the intra-vestibular error and the error between 

vestibular and visual systems) interact? 

 2) Are the intra-vestibular error and the error between 

vestibular and visual system the major contributors to the 

Motion Sickness Incidence? 

 

E. SCOPE, LIMITATIONS, AND ASSUMPTIONS 

The proposed model is limited to vertical motions and 

thus the underlying main assumption will be that the major 

contributor to motion sickness aboard ships is vertical 

motion, as already stated by several authors (Guignard & 

McCauley, 1990; McCauley et al., 1976; Morales, 1949). It is 

outside the scope of this thesis to develop a model that 

will account for every possible aspect and symptom of motion 

sickness. 

The assumption about vertical motion will enable us 

verify the output data of the Motion Sickness Incidence 

(MSI) model with the experimental data obtained by McCauley 

et al. (1976). 
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F. THESIS ORGANIZATION 

Chapter II reviews literature covering the major 

concepts, issues and systems underlying motion sickness: the 

vestibular system, the visual system, vestibulo-ocular and 

optokinetic reflex, motion sickness theories and models. The 

methods used are presented in Chapter III. Chapter IV covers 

the analytical strategy and presents the statistical 

results. Finally, conclusions and recommendations for future 

research are offered in Chapter V. 
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II. LITERATURE REVIEW 

A. OVERVIEW 

This chapter reviews the literature on the vestibular 

system and the existing models, the visual system and its 

corresponding existing models, the vestibulo-ocular reflexes 

and their importance, the interaction between vestibular 

nystagmus and visual pursuit, the effects of motion and the 

induced motion sickness, and the models of motion sickness 

incidence. 

Where possible, the review focuses on existing research 

concerning motion sickness and motion sickness models, the 

independent factors that influence motion sickness and the 

contribution of the correlation between these factors to 

MSI. 

 

Β. TERMINOLOGY FOR HEAD AND BODY ORIENTATION 

In the following paragraphs certain terminology will be 

used to indicate head and body orientation. The convention 

used is the transecting of the human body, horizontally and 

vertically, by three main planes. These planes (coronal, 

sagittal, and transverse) intersect at the body’s center of 

gravity (Boff & Lincoln, 1988): 

The intersection of the mid-sagittal plane and the mid-

coronal plane forms the z-axis (also called the spinal 

axis). This mid-body, vertical axis passes through the 

center of gravity of a standing body. Rotation about the z-

axis is called yaw. 

7 

The intersection of the mid-frontal plane and the mid-

transverse plane forms the y-axis. Rotation about the y-axis 

is called pitch. 



 
 

The intersection of the mid-sagittal plane and the mid-

transverse plane forms the x-axis. Rotation about the x-axis 

is called roll. 

 

Figure 2: The principal planes and axis of reference of 
the human body (Howard, 1986a) 

 

C. INTRODUCTION TO LAPLACE TRANSFORM AND SYSTEMS 

1. Laplace Transform 

Frequently, a system is represented by differential 

equations and integrals. Therefore, a system combined by 

several subsystems may be difficult to model. With the 

Laplace transform we can represent the input, the output, 

and the system as separate entities interconnected 

algebraically (Nise, 2004).  

The Laplace transform is defined as: 

 ( ) ( ) ( )
0

stf s L f t f t e dt
∞

−

−

= =   ∫  (1.1) 

Where: s jσ ω= + , a complex variable 
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2. Convention 

Assume that f  is a function of time. Whenever we refer 

to this function in time domain, representation ( )f t  will be 

used. 

Whenever we refer to the Laplace transform of function 

f  (s-domain), representation ( )f s  will be used. 

 

3. Transfer Function 

Let’s assume that we have a simple linear system where 

 is the input and ( )r t ( )c t  is the output. The corresponding 

signals in s-domain are ( )r s  and ( )c s . Then, the ratio of the 

output signal divided by the input signal is called the 

transfer function : ( )g s

 ( ) ( )
( )

c s
g s

r s
=  (1.2) 

 

4. Linear and Nonlinear Systems 

A system is called linear if it possesses the following 

properties (Nise, 2004): 

Superposition: The output response of the system to the 

sum of inputs, is the sum of the responses to the individual 

inputs. 

Homogeneity: The multiplication of an input by a scalar 

yields a response which is multiplied by the same scalar. 

 

A system is called nonlinear if it does not possess the 

aforementioned properties. 

9 



 
 

A system is called linear time-invariant (LTI) when its 

components are linear and their characteristics remain 

constant over time. 

 All the systems considered in this work are linear, 

except the adaptation mechanism, which includes non-linear 

elements. 

 

5. Bode Plots 

Let us assume the following linear system: 

 
( ) ( )M ω φ ω∠

( ) ( )i iM ω φ ω∠ ( ) ( )o oM ω φ ω∠

Figure 3: Linear system, after (Nise, 2004) 

 

The input signal, represented with complex numbers, is 

the sinusoid ( ) ( )i iM ω φ ω∠

( )o

, and the output signal is the 

sinusoid ( )oM ω φ ω∠ i. M  and oM  are the amplitudes of the 

signals. iφ  and οφ  are the phase angles of the sinusoids. 

The steady state output signal is: 

 ( ) ( ) ( ) ( ) ( ) ( )i iM M Mο οω φ ω ω ω φ ω φ ω∠ = ∠ +    

Thus, the system function is: 

 ( ) ( )
( )

o

i

M
M

M
ω

ω
ω

=  

and: 

 ( ) ( ) ( )iοφ ω φ ω φ ω= −  
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( )M ω  is called the magnitude frequency response and 

( )φ ω  is called the phase frequency response (Nise, 2004). 

The Bode plot is a convention for representing the 

change in amplitude frequency response and the phase 

frequency response produced by a linear system (Jagacinski & 

Flach, 2003). 

It includes two curves. The gain or magnitude curve is 

depicting the amplitude ( )M ω  in decibels ( (20log )M ) versus 

logarithm of frequency. The phase curve is depicting phase 

angle in degrees versus the logarithm of frequency. 

The following example from Nise (2004) will clarify how 

a Bode plot is derived from a transfer function. Let us 

assume we have the transfer function ( ) 1
2

g s
s

=
+

. By 

substituting s jω= , we obtain ( ) 2

1 2
2 4

jg j
j

ωω
ω ω

−
= =

+ +
. The 

magnitude of ( )g jω  is ( ) ( )
2

1
4

g j Mω ω
ω

= =
+

. The phase angle 

of (g j )ω  is: 

( )
2

1 1

2

4tan tan2 2
4

ω
ωωφ ω

ω

− −

 −   += = −   
   

+ 

 

The Bode plot of ( )g s  is the following. 
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Figure 4: Bode plot of ( ) ( )1/ 2g s s= +  

 

 

D. VESTIBULAR SYSTEM 

The vestibular apparatus is located in the labyrinth at 

each inner ear and consists of two principal sets of 

structures or organs: the semicircular canals (SCC) and the 

otolith organs that work together to provide head motion and 

orientation information (Howard, 1986b). 
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Figure 5: Overview of the vestibular system (downloaded 
from www.dizziness-and-balance.com, 01-26-03) 

 

Figure 6: The vestibular system (from Hardy, 1934) 

 

The main functions of the vestibular system are: 
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• To minimize the retinal image motion (slip) during 

head/body movements by rotating the eyes and keeping 

gaze stable in space, thus, maintaining visual acuity, 

• To enhance the perception of spatial orientation 

and self-motion (locomotion), and 

• To enable the control of posture and equilibrium. 

 

From a technical point of view, the vestibular system 

is an inertial sensor system detecting and measuring 6 

degrees of freedom. There are three semicircular canals 

(called anterior, posterior, and horizontal) in each 

vestibular organ. The SCCs are endolymph-filled semicircular 

ducts almost perpendicular (orthogonal) to each other. 

Individuals with partial or complete loss of vestibular 

functioning have found it difficult to perform even the most 

basic of tasks (Howard, 1986a). 
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Figure 7: The semicircular canals (downloaded 

 from www.dizziness-and-balance.com, 01-26-03) 

 

One is approximately horizontal, whereas the anterior 

and posterior are vertical and approximately 45° from the 

sagittal plane. 

 

Figure 8: Orientation of semicircular canals 
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The SCCs work in pairs, thus each canal has a partner 

in the other labyrinth. Their organization is push-pull 

(when one is maximally excited the other is maximally 

inhibited). 

The semicircular canals detect rotational motion 

(angular acceleration). When there is a change in head 

rotation speed, the endolymph fluid lags behind because of 

inertia, pushing on and distorting the cupula. Though 

sensitive to rotational acceleration, the SCC efferent 

signal is proportional to head rotational velocity for most 

normal head movements (Howard, 1986a). The SCCs response 

threshold is as low as 0.1 deg/sec2.  

Each vestibular apparatus contains two otolith organs 

(two membranous sacs) called the utricle and the saccule 

(Howard, 1986b). The utricle and the saccule consist of a 

two-layer structure (the otolithic membrane), which is 

attached to a base containing sensory cells. The upper layer 

of the membrane is the otoconial layer and the lower part is 

the gelatinous layer. A portion of the membrane is thickened 

and is called the macula, which is rigidly attached to the 

skull and therefore moves with the head. The macula contains 

hair cells innervated by neurons of the 8th cranial nerve. 

The hair cells project into the gelatinous substance (the 

otolith membrane). Calcium carbonate crystals, which are 

called otoconia or “ear stones”, are embedded in this gel 

and add mass to the membrane.  
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Figure 9: Otolith organs (utricle and saccule) 
(downloaded from www.dizziness-and-balance.com, 01-26-03) 

 

The otoliths provide linear motion sensation, through 

the activation of the hair cells, to the central nervous 

system (CNS). The utricle’s macula is located approximately 

in the horizontal plane and thus is sensitive to horizontal 

linear accelerations. The saccule’s macula is located 

vertically and thus is sensitive to vertical linear 

acceleration, including gravity (Robinson, 1981). 

These organs are responsive to specific force, the 

gravitoinertial reaction force per unit mass, which is 

defined as f g  where aa= +  is the head acceleration with 

respect to a body-fixed reference system and g  is the local 

gravitoinertial force vector. 

The otoliths respond to both linear acceleration of the 

head and tilting of the head with respect to the gravity 

vector. The utricle primarily senses motion in the 

longitudinal and lateral planes, while the saccule primarily 

senses motion in the vertical plane. The otolith reference 
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frame is fixed to the head and, thus, motion in this frame 

is relative to the head. 

According to Einstein's equivalence principle, linear 

accelerations experienced during translational motion are 

physically indistinguishable from changes in orientation 

relative to gravity experienced during tilting movements. 

Therefore, otolith afferents can not distinguish between 

linear acceleration and gravity. This problem is referred to 

as gravito-inertial force (GIF) resolution. Despite these 

ambiguous sensory cues provided by the primary otolith 

afferents, the brain resolves the ambiguity problem by 

integrating/ combining multi-sensory information so as to 

resolve the ambiguity (perceptual and motor responses 

discriminate between gravity and translational acceleration) 

(Angelaki, Wei, & Merfeld, 2001). 

 

 
1. Mathematical Models of the Otolith Organs 

Meiry (1965) investigated subjective responses to 

linear motion by measuring the subjective indication of 

direction. His transfer function of perceived velocity to 

actual velocity is: 

 

1

1 2

(̂ )
( ) ( 1)( 1)
v s K s
v s s s

τ
τ τ

=
+ +

 (1.3) 

Where: 

•  is the perceived velocity ( )v̂ s

•  is the actual velocity ( )v s

• Long time constant τ1=10 sec 
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• Short time constantτ2=10 sec 



 
 

• Gain K is undetermined 

 

The revised model, which modelled both perceived tilt 

and acceleration in response to acceleration input (Young & 

Meiry, 1968), is the following: 

 

(̂ ) 0.4(13.2 1)
( ) (5.33 1)(0.66 1)
f s s
f s s s

+
=

+ +   
(1.4) 

Where: 

� ( )f̂ s  is the perceived acceleration by the otoliths 

� ( )f s  is the acceleration input signal 

 

This model acts as velocity transducer over the 

frequency of 0.19 to 1.5 rad/sec. 

Ormsby developed a model of otolith motion based on a 

mass-spring model (Ormsby, 1974). This model was later 

refined (Grant & Best, 1986, 1987; Grant, Best, & LoNigro, 

1984). The general form is the following: 

 
( ) ( )

1 2

1 2

( )
1

( ) 1 1
e

o

x s
f s s s

ρ τ τ
ρ τ

 
= −  + +  τ

 (1.5) 

Where: 

� The term 1 e

o

ρ
ρ

 
− 


 refers to the system sensitivity or 

gain to the stimulus. The time constants τ1, τ2 are 

related to the lumped parameters. 
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Grant and Best (1987) calculated the time constants of 

the model through theoretical continuum mechanics analysis. 

Fernandez and Goldberg (1976b) studied the discharge of 

peripheral otolith neurons in response to sinusoidal force 

variations in the squirrel monkey and proposed a model that 

takes into account both regular and irregular units. Their 

transfer function has the form: 

 

( )
( )

( )

( )
( ) ( ) ( )

( )

11
1 1

Vk
V VA A

s
A M

V
s A

M

AFR s k sk sG
f s s s

AFR s H s
G H s

f s H s

ττ
τ τ

 + +
= ⇒   + + 

⇒ =

  (1.6) 

 

Where: 

�  is the afferent signal of the peripheral 

otolith neurons 

( )AFR s

� ( )f s  is the sinusoidal motion 

� sG  is the static sensitivity in terms of afferent 

firing rate per unit of acceleration 

�  is the adaptation operator ( )AH s

�  is a velocity-sensitive operator with a 

fractional exponent ( k

( )VH s

1v < ) 

�  is a first order lag operator ( )MH s

 

Finally, Telban, Cardullo and Guo (2000), by selecting 

time constants and the gain from prior models, proposed the 

following transfer function for otoliths: 
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( )

( ) ( )
10 1( )

33.3
( ) 5 1 0.016 1

sAFR s
f s s s

+
=

+ +
 (1.7) 

Where: 

•  is the afferent signal of the otolith 

dynamics 

( )AFR s

• ( )f s  is the input motion 

 

E. VISUAL SYSTEM 

The sensory detectors of the eye are sensitive to 

wavelengths in the spectrum of approximately 370 nm to 730 

nm. Light passes through the cornea, which provides the 

majority of focusing. The rest of focusing is accomplished 

by the lens, whose power depends on the object’s distance 

from the observer. The lens is active (its curvature 

changes) at distances from 20 cm (near point) to 3 m (far 

point). 

 

Figure 10: Structure of the human eye (Proctor & 
Proctor, 1997) 
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This process at the lens, called accommodation, is 

needed to localize the focal point at the retina. 

When the eyes fixate on an object at a distance of 

approximately 6 m or further, the lines of sight are 

parallel. As the object is moved closer the lines converge 

(a process called vergence) (Proctor & Proctor, 1997). 

The visual system is insensitive to images that are 

stabilized at the retina.  

 

VERGENCE

SMOOTH PURSUIT 

OPTOKINETIC SLOW PHASE

VESTIBULAR SLOW PHASE

SACCADES 
FAST PHASES OF NYSTAGMUS

Disjunctive

Conjugate

Conjugate

Smooth 

Abrupt 

Figure 11: Classification of eye movements (Hallett, 
1986). 

 

There are two categories of eye movements, which are of 

concern: 

• Saccadic eye movements involve a rapid shift in 

fixation from one point to another. Typically, four to 

five saccadic movements will be made each second 

(Proctor & Proctor, 1997). Most saccades are around 50-

msec duration (20-150 msec), usually less than 15° in 

amplitude (3 min arc to 70°) of simultaneous onset 

(e.g., ±5 msec or better), and similarly directed (i.e. 

conjugate) in the two eyes. Fast phases of nystagmus 
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are believed to be very similar in al  respects 

(Hallett, 1986). 

• Smooth pursuit movements are those made when a 

moving stimulus is tracked by the eye. Pursuit is 

relatively accurate for relatively slow moving targets 

with increasingly greater error occurring as movement 

speed increases (Proctor & Proctor, 1997). Smooth 

movements are easily separated into those similarly 

directed (conjugate) and those oppositely directed 

(disjunctive). Otherwise all smooth movements are 

similar and relative contributions can only be 

estimated by changing the viewing conditions and 

instructions (Hallett, 1986). 

 

1. Retinal Slip 

For the purposes of this paper, the main issue 

concerning the visual system is the error signal produced 

when the oculomotor plant is involved in smooth pursuit 

movements. 

In this kind of movement, the eye is continuously 

tracking the target to stabilize gaze on it.  

If the image on the retina stays fixed, it means that 

the stabilization mechanisms involved have sensed correctly 

the externally induced motion (we assume only passive 

subjects’ movements), estimated accurately the output motor 

command and, finally, the oculomotor plant which received 

the command has acted accordingly without lags. 

Unfortunately, in reality multiple errors are combined, 

thus creating inaccurate gaze stabilization. The outcome is 

a shifted target image on the retina.  
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The rate of image shifting is called retinal slip. 

 

F. VESTIBULO-OCULAR REFLEXES (VOR) 

 

1. Background 

When moving, it is of great importance to avoid 

degradation of visual functions. For effective vision, the 

eyes must be held steady with respect to the object under 

focus. This is achieved with two required eye-stabilization 

reflexes, one to compensate for movements of the head and 

one to compensate for movements of the object. The 

vestibulo-ocular reflexes (VOR) are driven by vestibular 

stimuli (otolith organs, semicircular canals). The cervico-

ocular reflexes are driven by receptors in the neck, and may 

be seen as part of arthro-ocular reflexes.  

When the subject is rotated about a vertical axis, the 

eyes are rotated in the opposite direction of rotation to 

stabilize the retinal image. This eyes’ motion is the slow 

phase (pursuit) of the response. The eyes after pursuing the 

target for a certain time, return rapidly in order to begin 

the same motion sequence again. This saccadic movement is 

the quick phase of the response and is extremely rapid 

(almost 800 °/sec). 
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Origin of 
Signals 

Response of 
Eyes 

Characteristics 

Vestibular 
Canals 

Rotary 
Acceleration 

 

 

Nystagmic slow 
phase 

 

 

A short-latency, high gain, 
compensatory pursuit movement of the 
eyes in phase with head position 

Rotary 
Acceleration 

Nystagmic 
deviation 

A deviation of the eyes in phase with 
head velocity 

Unknown Nystagmic quick 
phase 

A saccadic return of gaze, following 
slow phase of nystagmus 

Deceleration Postrotary 
nystagmus 

Phase-reversed nystagmus persisting for about 
20 sec after rotation ceases 

Recovery from 
vestibular 
adaptation 

Secondary 
nystagmus 

A second phase-reversed nystagmus 
following postrotary nystagmus 

Vision 

Visual motion 

 

Optokinetic 
pursuit of 
stationary scene 

 

A long-latency pursuit of the visual 
scene supplementing vestibular 
nystagmus at low or constant 
velocities of body rotation 

Visual 
integrator 

Optokinetic 
afternystagmus 

A continuation of optokinetic 
nystagmus after cessation of 
simulation 

Otolith Organs 

Linear 
acceleration 

 

Deviation 

 

Steady eye deviation opposite to 
linear body acceleration 

Head tilt Countertorsion Tendency of eyes to remain upright 
when head is tilted (up to 10°) 

Head inclination Doll’s eye reflex Tendency of eyes to remain level 

Proprioceptors 

Neck rotation 

 

Cervico-ocular 
nystagmus 

 

A low-gain nystagmus induced by neck 
proprioceptors 

Neck rotation Cervico-ocular 
deviation 

A deviation of eyes induced by neck 
proprioceptors 

Twisting of 
trunk or walking 
around 

Arthro-ocular 
nystagmus 

Eye movements induced by walking etc. 

Table 1: Types of eye movements induced by movements of the 
head and body (Howard, 1986a) 
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The vestibular reflexes, depending on the responses 

generated, are subdivided into (Paige, 1991a; Schwarz, 

Busettini, & Miles, 1989): 

• Angular VOR (AVOR) – generating oculo-motor 

responses to angular head rotation 

• Translational VOR (TVOR) – generating oculo-motor 

responses to linear head motion. TVOR depends on 

target distance and target orientation (Paige, 1989, 

1991b; Paige & Tomko, 1991b; Schwarz et al., 1989; 

Schwarz & Miles, 1991; Tomko & Paige, 1992). 

 

The total VOR is the sum of the angular and 

translational VOR (Paige & Sargent, 1991). 

 

2. Vestibulo-ocular Nystagmus 

Any rhythmic involuntary motion of the eyes 

(compensatory movements) used to maintain the image on the 

retina stable irrespectively of the observer’s movements is 

known as nystagmus. When induced by vestibular stimulation, 

it is called vestibular nystagmus. 

In the following figure we see how the VOR compensates 

for the head movements to achieve gaze stability. 

 

Figure 12: VOR compensation 
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The general case of vestibular nystagmus is the 

following: 

 

Figure 13: Nystagmus pattern and phases 

 

During head motion the vestibular nystagmus (which is 

exponential) is generating the slow phases that keep our 

eyes on target. When the eye approaches the limits of the 

oculomotor range, a saccade (quick phase) is generated in 

the opposite direction. 

According to Angelaki and colleagues (2000), the 

otolith–ocular responses in primates are classified into 

three functional categories (Angelaki, 1998; Angelaki & 

Hess, 1996a, 1996b; Hess & Angelaki, 1997a, 1997b): 

1) Translational vestibulo-ocular reflexes (TVOR), 

which generate short-latency, high-frequency horizontal 

and vertical eye movements that are compensatory to 

linear translation (Angelaki, 1998; Angelaki, McHenry, 

& Hess, 2000; Angelaki, McHenry, Newlands, & Dickman, 

1999; Paige & Tomko, 1991a, 1991b; Schwarz & Miles, 

1991; Telford, Seidman, & Paige, 1997); 
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2) A neural system that encodes the angular velocity 

of the head in space, referred to as the “inertial 

vestibular system” (Angelaki & Hess, 1994, 1995; 

Merfeld & Young, 1995; Merfeld, Young, Oman, & 

Shelhamer, 1993; Merfeld, Young, Paige, & Tomko, 1993). 

A manifestation of the inertial vestibular system is 

the sustained steady-state nystagmus during constant 

velocity off-vertical axis rotations (OVAR) and the 

low-frequency enhancement of the VOR dynamics during 

sinusoidal oscillations (Angelaki & Hess, 1996b; Cohen, 

Suzuki, & Raphan, 1983; Correia & Guedry, 1966; Correia 

& Money, 1970; Harris, 1987; Rude & Baker, 1988; Tomko, 

Wall, & Robinson, 1988); 

3) Linear acceleration-dependent modulation of mean 

torsional and vertical eye position (counter-rolling 

and counter-pitching, respectively) (Citek & Ebenholtz, 

1996; Collewijn, Van der Steen, Ferman, & Jansen, 1985; 

Diamond, Markham, & Simpson, 1979; Ebenholtz & 

Shebilske, 1975; Hannen, Kabrisky, Replogle, Hartzler, 

& Roccaforte, 1966; Kellogg, 1965; Lichtenberg, Young, 

& Arrott, 1982; Merfeld, Teiwes, Clarke, Scherer, & 

Young, 1996; Woellner & Graybiel, 1959; Young et al., 

1981). 
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The angular vestibulo-ocular reflex (AVOR) adapts its 

behavior in response to image motion across the retina 

associated with head movements. The combination of signals 

required for such adaptation occurs naturally in instances 

such as changes in the peripheral vestibular system 

associated with aging or illness, as well as with optically 

induced changes in vision. 



 
 

The VOR response depends, among other factors, on the 

duration of head motion. Constant velocity or prolonged 

motions lead to VOR stop. 

In general, the vestibular reflexes operate in open-

loop, are very rapid and work best for higher frequency 

velocity movements of the head (Benson, Guedry, & Jones, 

1970; Keller, 1978; Wilson & Jones, 1979). The VOR is less 

accurate for frequencies lower than 0.1 Hz. 

 

3. Interaction between Vestibular Nystagmus and Visual 
Pursuit 

The VOR is decreased or eliminated during large 

saccades. It increases gradually as gaze error becomes small 

and becomes fully operational during the final part of the 

head movement, when the gaze is on target but the head is 

still completing its motion (Guitton & Volle, 1987; Laurutis 

& Robinson, 1986; Tomlinson & Bahra, 1986; Tweed, Glenn, & 

Vilis, 1995). 

 Optimally, the brain should shut off the VOR in the 

direction of the saccade but leave it on in other 

directions, because only head movements in the direction of 

the saccade should affect the motion of the eye in space. 

This design specification is at least roughly implemented in 

the actual VOR, which switches off in the direction of the 

saccade (Guitton & Volle, 1987; Laurutis & Robinson, 1986; 

Tomlinson & Bahra, 1986) , but remains on in the opposite 

(Pelisson & Prablanc, 1986; Pelisson, Prablanc, & Urquizar, 

1988) and orthogonal directions (Tomlinson & Bahra, 1986) . 
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It has been shown that saccadic movements of the eye 

plant and visual pursuit are inherently modulated by the 

gravity vector (Hess & Angelaki, 2003). 



 
 

 
 

G. OPTOKINETIC REFLEX (OKR) AND OPTOKINETIC NYSTAGMUS (OKN) 

The optokinetic reflex is the mechanism that generates 

compensatory eye movements, and thus stabilized gaze, 

through visual input alone. The generated eye movements are 

called optokinetic nystagmus (OKN). 

In general, the optokinetic reflexes operate in closed-

loop, are slower than vestibular reflexes, and have a better 

response at lower frequencies (Baarsma & Collewijn, 1974; 

Michael & Jones, 1966). The OKN has the opposite performance 

characteristics compared to VOR. Its latency is much longer 

due to the time needed to process visual input. At 

frequencies lower than 0.1 Hz, OKN is more accurate than 

VOR. At frequencies between 0.1 and 1 Hz its gain is 

decreased and a phase lag is developed (Peterka, Black, & 

Schoenhoff, 1987). 

 

H. MODELS OF VISUAL – VESTIBULAR INTERACTIONS 

The proposed model deals with smooth pursuit eye 

movement, which is the eye-tracking response. As shown by 

Robinson (1977), this pursuit movement does not function to 

keep the entire retinal image from slipping, but only the 

image on the fovea. 

Research has shown that eye velocity signals (eye 

movement commands) are referenced to a space frame rather 

than to a head frame (Hess, 2001; Tweed, 1997). 

 

1. The Visual-vestibular Gaze Stabilization Model of 
Robinson 

30 

In 1977 Robinson proposed a model that accounts for how 

visual and vestibular signals cooperate to produce eye 



 
 

movements, which stabilize retinal images. The hypothesis 

supported was that the optokinetic and semicircular-canal 

(vestibular) signals are combined simply by linear addition 

in the cells of the vestibular nucleus (Robinson, 1977). 

 

 

Figure 14: Simplified version of the visual-vestibular 
gaze stabilization model proposed by Robinson in 1977 

(Howard, 1986a) 

 

In Robinson’s model, the retinal image is moving on the 

retina at a velocity that depends on the velocity of the 

stimulus, the head movement and the pursuit eye movements.  
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Starting at the left of the diagram in Figure 14, the 

stimulus velocity is combined with the visual feedback to 

generate the retinal image-slip velocity signal. This signal 

is modulated by the prediction information of the current 

eye movement. The error has the form of the resulting 



 
 

retinal slip velocity due to the feedback of the efferent 

signals to the eye muscles. 

The high-frequency filter rejects high frequency visual 

signals, and the resulting visual velocity signal is added 

to the velocity signal from the vestibular system. The final 

signal to the oculomotor system muscles is phase shifted and 

fed to the eye muscles to achieve stabilization of the 

retinal image. 

 

2. The Gaze Stabilization Model of Panerai, Metta, and 
Sandini 

A limitation of Robinson’s initial model is that it 

deals only with rotational VOR. 

Panerai, Metta, and Sandini (2000b) proposed a model 

concerning visual-vestibular stabilization of gaze, which 

was later successfully used in the stabilization of a robot 

gaze (Panerai et al., 2000b; Sandini, Panerai, & Miles, 

2001). This model accounts for rotational and translational 

VOR. 

In the following paragraph we shall only describe the 

model dealing with TVOR. 

In general, stabilization performance is related to 

target-head distance and TVOR is inversely proportional to 

the viewing distance (Paige, 1989; Schwarz et al., 1989; 

Schwarz & Miles, 1991; Telford et al., 1997). Especially, 

TVOR depends on the direction of gaze with respect to the 

direction of heading (Howard, 1993; Paige & Tomko, 1991a, 

1991b). 

The vestibular stabilization information is added 

linearly with the visual information. The major part of the 

32 



 
 

TVOR depends on target distance d; only a small fraction of 

TVOR is not related to visual target distance. 

The aforementioned characteristics are depicted in the 

following model diagram. 

 

Figure 15: Linkage between visual and vestibular 
reflexes stabilizing gaze (Sandini et al., 2001) 

 

Where: 

•  is the translational movement of the head in 

linear coordinates 

TH

•  is the translational movement of the head in 

angular coordinates 

RH

•  is the translational movement of the eyes 

relative to head, in angular coordinates 

RE

•  is the translational movement of gaze relative 

to space, in angular coordinates 

RG
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•  is the translational movement of the visual 

surroundings in angular coordinates 

RW

• d is distance between the subject’s head and the 

visual target 

• 1k
d
 is the variable gain element, which depends on 

visual target distance 

•  is the fixed gain element 2k

 

The researchers, by evolving the proposed model, 

created an adaptive neural network enabling robots to “learn 

stabilization reflexes” (Panerai, Metta, & Sandini, 2000a). 

The basic structure of the model is depicted in the 

following diagram. 

 

Figure 16: Block diagram of visuo-inertial mechanism to 
stabilize robot’s gaze. The linear accelerometer senses 

translational movements of the head (Panerai et al., 2000b) 
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The Panerai et al. model will be the basis of the 

visual subsystem in the model proposed in the present paper. 

The main characteristics (addition of VOR and OKN, combined 

gain element) will be the same. The vestibular input signal 

will be derived from the proposed vestibular error 

estimation subsystem. 

 

I. MOTION SICKNESS 

Motion sickness is a general term that describes the 

discomfort and associated emesis induced by numerous kinds 

of motions. Unfortunately, the term is a misnomer according 

to Benson (1999): 

• Motion sickness may be induced in the absence of 

motion as during a virtual reality simulation. 

• “Sickness” implies that it is a type of disease, 

when in fact it is a perfectly normal response of a 

healthy individual without any functional disorders. 

 

1. Causal Factors of Motion Sickness 

The most widely accepted theory is called by several 

names, the conflict mismatch theory, sensory rearrangement 

theory (Reason & Brand, 1975) or neural mismatch theory 

(Benson, 1999). According to the above theories, the cause 

of motion sickness is that the vestibular apparatus provides 

the brain with information about self motion that does not 

match the sensations of motion generated by visual or 

kinaesthetic (proprioceptive) systems, or what is expected 

from previous experience (Wertheim, 1998). As Reason noted, 

incongruity among the normally synergistic channels of 

information (principally the eyes, the vestibular system and 
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the proprioceptive receptors in the joints, tendons and 

muscles) is the causal factor (Reason, 1978b). 

The neural mismatch hypothesis is comprised of two 

basic components (Reason & Graybiel, 1973): 

• A neural storage unit that retains the 

informational characteristics of the previous sensory 

input. 

• A comparator unit that matches the contents of the 

store with the informational characteristics of the 

prevailing sensory influx from the motion and position 

senses. 

 

 

Effectors Voluntary motor
control 

(Active motion
case) C 

e 
r 
e 
b 
e 
l 
l 
u 
m 

Neural 
Store 

Comparator
Unit 

Sensory 
Inputs from 
eyes, canals, 
otoliths etc 

(Passive motion
case) 

Mismatch Signal

Motion sickness and 
Allied disturbances

 

Figure 17: Structural components of Reason’s (1978) 
revised neural mismatch model. 
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Motion sickness is the outcome of the mismatch between 

the total pattern of information from the spatial senses and 

that held in store. Thus motion sickness is triggered by the 

conflict between the prevailing sensory inputs and those 

expected on the basis of past experience (Reason & Graybiel, 

1973). The theoretical concept was based on earlier work by 

Holst (1954) and Held (1961). 

The hypothesis that the central nervous system (CNS) 

includes an internal model of previous sensory input 

(sensory dynamics, body dynamics, and physical 

relationships) has been the basis of multiple  proposed 

observer models (Bos & Bles, 1998; Bos, Bles, & Dallinga, 

2000; Bos, Bles, & Hosman, 2001a, 2001b; Glasauer, 1992, 

1993; Glasauer & Merfeld, 1997; Merfeld, 1995a, 1995b; 

Merfeld, Young, Oman et al., 1993; Oman, 1982) 

Benson (1988) defined motion sickness as a condition 

that occurs when people (as well as fish and other animals) 

are exposed to real or apparent motion stimuli to which they 

are unfamiliar and hence unadapted. 

The sensory conflict may be induced by two main 

categories of motion cue mismatches depending on the sensory 

systems involved, intersensory conflict or an intrasensory 

conflict. The intersensory conflict deals with the visual-

vestibular mismatch and the intrasensory conflict deals with 

the canal-otolith mismatch. Furthermore, these mismatches 

are classified into two types of conflicts: type I, when 

both systems fire simultaneously contradictory motion 

information, and type II, when one system fires motion in 

the absence of a corresponding signal from the other system. 
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Guedry (1991) extended the two initial categories with 

a third one dealing with vestibular-proprioceptor mismatch 

and Griffin (1991) included one more type of motion 

sickness. Table 2 depicts the categories of conflicts and 

Table 3 depicts the kind of motions that lead to the 

aforementioned conflicts. 

 

 Category of Conflict 
Type of 
Conflict 

Intersensory 
(Visual - Vestibular) 

Intrasensory 
(Canal – Otolith) 

Type I Visual and vestibular 
systems simultaneously 
signal different (i.e. 
contradictory or 
uncorrelated) 
information 

Canals and otoliths 
simultaneously signal 
different (i.e. 
contradictory or 
uncorrelated) 
information 

Type II Visual system signals 
in the absence of an 
expected vestibular 
signal 

Canals signal in the 
absence of an expected 
otolith signal 

Type III Vestibular system 
signals in the absence 
of an expected visual 
signal 

Otoliths signal in the 
absence of an expected 
canal signal 

Table 2: Types and categories of sensory conflict 
(Griffin, 1991) 
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 Category of Motion Cue Mismatch 

Type of 
Conflict 

Intersensory 
(Visual [A] – 
Vestibular [B]) 

Intrasensory 
(Canal [A] – Otolith 

[B]) 
Type I  
A and B 
simultaneously 
signal 
different 
(i.e. 
contradictory 
or 
uncorrelated) 
information 

Watching waves 
from a ship 
Use of binoculars 
in a moving 
vehicle 
Making head 
movements when 
vision is 
distorted by 
optical device 
“Pseudo Coriolis” 
stimulation 

Making head movements 
whilst rotating 
(Coriolis or cross-
coupled stimulation) 
Making head movements 
in an abnormal 
acceleration 
environment which may 
be constant (hyper – or 
hypo-gravity) or 
fluctuating (linear 
oscillation) 
Space sickness 
Vestibular disorderd 

Type II 
A signals in 
the absence of 
an expected B 
signal 

Cinerama sickness 
Simulator sickness
Circular vection 

Positional alcohol 
nystagmus 
Caloric stimulation of 
semi-circular canals 
Vestibular disorders 

Type III 
B signals in 
the absence of 
an expected A 
signals 

Looking inside 
moving vehicle 
without external 
reference; below 
deck in a boat 
Reading in a 
moving vehicle 

Low-frequency (<0.5 Hz) 
translational 
oscillation 
Rotating linear 
acceleration vector 
(“barbeque spit” 
rotation, rotation 
about an off-vertical 
axis) 

Table 3: Type of motion cue mismatch produced by 
various stimuli (Griffin, 1991) 

 

Motion sickness is induced by whole-body vibration at 

the frequency range between slightly below 0.1 Hz to 

slightly above 0.5 Hz (Griffin, 1990b). Golding et al. 

(2001) found that the motion sickness maximum for horizontal 

translational oscillation was around 0.2 Hz. 
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In general, vertical oscillation is the principal 

provocative stimulus at sea (Griffin, 1990b; McCauley et 

al., 1976; Morales, 1949; O'Hanlon & McCauley, 1974). The 

effects are greatest between approximately 0.125 Hz and 0.25 

Hz. Increase in acceleration magnitude of this frequency of 

vertical oscillation and in the duration of exposure over 

many hours leads to increased sickness. Aboard a ship, the 

two main sources of vertical motion are heave and pitch (the 

effect of pitch depends on the individual’s position 

relative to the axis of rotation). The principal effect of 

higher sea states is an increase in magnitude rather than a 

change in frequency. The main vertical acceleration of most 

ships is close to 0.2 Hz, just where motion sickness 

sensitivity is believed to be at a maximum (Griffin, 1990b; 

McCauley et al., 1976). 

Money (1970) suggested that the extent of motion 

sickness incidence related to various modes of 

transportation is determined in part by the frequency and 

acceleration response of the vehicle to its environment, the 

susceptibility of the individual, and the amount of recent 

exposure of the passenger or crew to a similar motion 

environment. Howarth and Griffin (2003) concluded that 

motion sickness associated with pure roll oscillation will 

usually be less than the sickness associated with pure 

translational oscillation or the sickness associated with 

combined translation and rotation. 

In general, precise estimate of motion sickness 

incidence is difficult to derive and individual differences 

in susceptibility are large (Dobie, 2000; Kennedy, Dunlap, & 

Fowlkes, 1990). There are numerous factors involved; for 

example (Dobie, 2000): 
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• The characteristics of the stimulus in terms of 

frequency, intensity, direction, and duration of the 

motion. 

• The susceptibility of the individual, based upon 

physiological characteristics, past experiences, 

psychological and personality factors. 

• Individual activity at the time of exposure to the 

stimulus. 

• Other factors, such as food, ambient air 

temperature, and maybe certain odors. 

 

Numerous studies have dealt with the incidence of 

motion sickness at sea, but the results are extremely 

variable (for example, over 90% (Hill, 1936), 25%-30% 

(Chinn, 1951), 10%-30% (Pethybridge, 1982)). There exists a 

major difference between MSI observed in laboratory 

experiments versus real life data. This difference is 

attributed to the fact that laboratory research, generally, 

focuses on simple sinusoidal motion whereas in real-life 

moving platforms subjects face complex periodic waveforms 

and aperiodic motions (Guignard & McCauley, 1982). 

Studies on small marine craft have found an incidence 

of emesis ranging 11 to 70% of the crew depending on the sea 

state (Holling et al., 1944; Tyler & Bard, 1949; Llano, 

1955). Emesis was experienced by 15 to 60% of the passengers 

aboard ships making winter crossings of the Atlantic Ocean 

during the first few days of the crossing (Chinn, 1956; 

Chinn, 1963). 
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a. Drawbacks of Neural Mismatch Theory 

According to Oman (1982) there are three major 

issues that can be seen as drawbacks to the conflict 

hypothesis underlying Reason’s neural mismatch model: 

• Guedry has observed that there appear to be 

“several forms of vestibular stimulation that produce 

motion sickness without obvious intralabyrinthine 

conflict or intermodality conflict” (Guedry, 1968).  

• Additional hypotheses seem to be needed to account 

for the transfer of generalized adaptation from one 

nauseogenic situation to another.  

• The limited practical value of the conflict model 

in its present form, because it is impossible to 

predict exactly who will become sick in a given 

situation, and how fast the afflicted will adapt 

(Parker & Money, 1978; Watt, 1983). 

  

2. Symptomatology 

The signs and symptoms of motion sickness include 

breathing irregularities, yawning, the sensation of warmth, 

disorientation, pallor, nausea and vomiting (Benson, 1988; 

Reason & Brand, 1975). The sequence of the symptoms is 

idiosyncratic and depends on individual susceptibility and 

the intensity of the motion stimuli. 

Numerous researchers have associated the onset of 

motion sickness with the development of facial pallor, cold 

sweating, nausea and emesis (Clark & Graybiel, 1961; 

Crampton, 1955). It has been reported that postural 

instability precedes motion sickness (Smart, Stoffregen, & 
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Bardy, 2002). Schwab (1954) noted that motion sickness 

includes a wide range of minor symptoms that escalate before 

actual nausea and vomiting occurs. 

One interesting issue about the motion sickness 

symptoms is that emesis does not seem to have a logically 

established relation to motion sickness causality. It was 

proposed that the relations between the spatial frameworks 

defined by the visual, vestibular, or proprioceptive inputs 

are repeatedly and unpredictably perturbed. Such 

perturbations may be produced by certain types of motion, or 

by disturbances in sensory input or motor control produced 

by ingested toxins. Thus, the latter being the important 

cause, the main function of emesis is to get rid of the 

neurotoxins. Therefore, the occurrence of emesis as a 

response to motion would be an accidental byproduct 

(Treisman, 1977). As Oman noted, though, “…it has not yet 

been shown that emetic poisons actually act on the inner 

ear, or that they cause vomiting if applied there in 

physiologic doses” (Oman, 1998) 

One manifestation of motion sickness is called “sopite 

syndrome” (A. Graybiel & Knepton, 1976) and is characterized 

by drowsiness and mental depression, fatigue, difficulty in 

concentrating and disruption of sleep. Individuals will 

demonstrate symptoms soon after initial exposure to a 

provocative stimulus, in some very rare cases after a matter 

of seconds (Ashton Graybiel, Deane, & Colehour, 1969). 

Highly susceptible people, or those with low rate of 

adaptation, may continue vomiting for several days. 
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3. Susceptibility 

The range in susceptibility to motion sickness is wide, 

both between people (inter-subject variability) and within 

an individual on different occasions (intra-subject 

variability) (Griffin, 1990b).  

Sex (Benson, 1999; Jokerst et al., 1999; Lawther & 

Griffin, 1988), age (Benson, 1999; Lawther & Griffin, 1988; 

Wertheim, 1998), sleep deprivation (Dowd, 1974), and a 

person’s personality and past experiences (Guedry, 1991; 

Kottenhoff & Lindahl, 1960; Reason, 1972) affect 

susceptibility to motion sickness. 

Cowings and colleagues have reported success in using 

biofeedback techniques to reduce Space Adaptation Syndrome 

in astronauts (Kornilova et al., 2003).  

Dobie and colleagues found little relation between an 

individual’s level of physical activity and susceptibility 

of motion sickness (Dobie, McBride, Dobie, & May, 2001). 

Reason and Brand (1975) explain susceptibility by 

noting that the body continuously expects to receive signals 

from its sensory organs in a recognizable pattern. Thus, 

motion sickness is the normal response during the period 

where the body is gradually learning a new signal 

combination, which is different from the known pattern 

(mismatch). In this case, susceptibility to motion sickness 

can be seen as the rate at which the internal model (of 

expected motion stimuli) can be changed. This rate is 

affected by three factors: receptivity, adaptability, and 

retentiveness. Receptivity is the subject’s internal 

amplification of the motion stimulus. Adaptability is the 
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rate at which the internal model is changed. Retentiveness 

is the subject’s ability to retain the internal model and 

continuously adapt it to a motion environment in successive 

exposures (Reason, 1972). 

 

4. Adaptation 

According to Money (1970), adaptation describes three 

different phenomena: 

� The “change in response to stimuli”, especially a 

diminution of response (“response decline”), 

� “The change in bodily mechanisms that is 

responsible for the response decline”, 

� “The acquisition or process of acquiring the 

change in bodily mechanisms”. 

 

The severity of motion sickness symptoms declines over 

time as the subject adapts to the motion environment. This 

adaptation and habituation is believed to be a response to 

changes in acceleration stimuli associated with the growth 

and aging processes (Collins, 1974; Reason & Graybiel, 

1970). Unfortunately, in almost five per cent of the 

population adaptation does not occur (Hemingway, 1945; Tyler 

& Bard, 1949) 

The following diagram depicts the general timeline of 

adaptation through the discrepancy between sensory input and 

the neural store. According to neural mismatch hypothesis, 

the magnitude and duration of the mismatch signal is 

directly related to the onset of motion sickness (Reason & 

Graybiel, 1973). 
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Figure 18: Diagram illustrating the adaptation effects 
and after-effects of sensory rearrangement as predicted by 

the neural mismatch model (Reason & Graybiel, 1973) 

 

5. Effects of Motion Sickness on Performance 

Reseach has shown that motion sickness adversely 

affects performance, for example (Colwell, 1989; Hettinger, 

Kennedy, & McCauley, 1990). On the other hand, Birren 

pointed out that most people who experience transient motion 

sickness can exert themselves sufficiently to perform 

adequately when necessary (Birren, 1949). 

 

6. Effects of Sopite Syndrome on Performance 
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One way in which motion sickness affects human 

performance is the sopite syndrome. The qualitative effects 

of sopite syndrome have been found to be: inefficiency, 

accident proneness, and, most interesting, the fact that 

this decrement in performance is not readily identifiable by 

the sufferer or a supervisor. This latter finding about 

sopite syndrome is important because, in many cases, it is 

among the cardinal symptoms of motion sickness (A. Graybiel 



 
 

& Knepton, 1976). In 1954, Schwab noted that in some cases 

“no visible signs [of motion sickness] are shown by the 

subject at this point and a great many travelers bothered by 

motion sickness may pass through this phase alone and never 

develop further symptoms or complaints because of the 

termination of their trip” (Schwab, 1954). 

Furthermore, it is suggested that sopite syndrome could 

have profound effects in different transport environments 

where, for other reasons, sleep disturbances exist (Lawson & 

Mead, 1998). 

Another issue concerning sopite syndrome is that it 

commonly appears but before nausea and persists well after 

nausea has disappeared (Dobie, 2003; Lawson & Mead, 1998). 

 

J. MOTION SICKNESS MODELS 

There exist multiple attempts by researchers to develop 

motion sickness models. The two major categories involve 

models that are not etiologic but merely descriptive, and 

models that attempt to simulate the main mechanisms involved 

in the development of motion sickness. 

 

1. Human Factors Research, Inc (HFR) Model 
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McCauley and O’Hanlon (1974) and McCauley et al (1976), 

described Motion Sickness Incidence (MSI) as a function of 

vertical sinusoidal motion with data obtained in a ship 

motion simulator. The experiments were conducted on more 

than 500 subjects. Twenty-five combinations of ten 

frequencies (ranged from 0.083 to 0.700 Hz) and various 

magnitudes (ranged from 0.27 to 5.5 m*s-2 RMS were used. The 

Motion Sickness Incidence (MSI) was defined as the 

percentage of subjects who vomited.  



 
 

The primary contributor to motion sickness was the 

vertical component of motion, whereas pitch and roll motions 

had little or no effects. The empirical model predicts MSI 

(%) from the magnitude, frequency and duration of vertical 

accelerations (McCauley et al., 1976). The maximum MSI was 

found to occur at a frequency of 0.167 Hz. 

According to McCauley et al. (1976): 

 ( ) ( )100 a tMSI z z′= Φ Φ  (1.8) 

 

Where - Φ(z) is the cumulative distribution function of 

the standardized normal variable z, 

 ( )
21

21
2

z
x

z e
π

−

−∞

Φ = ∫ dx (1.9) 

 

The standardized normal variables  and  are defined 

as: 

az tz′

( ) ( ) ( )
10

2
10 102.128log 9.277 log 5.809log 1.851az a f f= − − −  (1.10) 

( )101.13 1.989log 2.904t az z t′ = + −   (1.11) 

Where: 

•  is the RMS magnitude of the vertical 

acceleration, in g 

a

• f  is the frequency of vertical acceleration, in 

Hz 

•  is the duration of exposure, in min t
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The following figure depicts the MSI predicted by the 

HFR model. 

 

Figure 19: Predicted MSI by the HFR model (McCauley et 
al., 1976). 

 

 

2. Oman’s Model of Subjective Discomfort 

In 1982, Oman proposed a model for the estimation of 

subjective discomfort. The model postulates a major 

functional role for sensory conflict signals in movement 

control and in sensory-motion adaptation. The following 

diagram depicts the model (Oman, 1982).  
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Figure 20: General overview of Oman’s model for the 

dynamics of sensory conflict and motion sickness (Oman, 

1982) 

 

Where: 

• x is the body “actual state” vector 

• m is the motor outflow vector (from CNS) 

•  is the external disturbance “noise” vector en
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• B is the matrix describing the effect of forcing 

vector u on x  

• A is the matrix describing the effect of x on x ; 

unforced behavioral characteristics of body and sense 

organs 

• S is the matrix of sensory organ dynamics 

•  is the sense organ output “noise” vector an

• K is a Kalman-type weighting function 

• C are the postural control commands 

•  c is the vector representing the generalized 

multi-modal sensory conflict 

• dx  is the desired state 

• , Â B̂ , and  are the internal models of the 

corresponding entities 

Ŝ

 

The inputs of the model are: 

• The external disturbances n  of an unpredictable 

nature. 

e

• Vector , which represents noise in each afferent 

sensory modality.  

an

 

The output is the generalized multi-modal sensory 

conflict vector c. 

In this model additional symptom production pathways 

were indicated, such as nausea, pallor, sweating etc. 
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Oman (1982) noted that conceptual validity can be 

derived from the proposed model because: 

• It incorporates and extends many concepts in the 

qualitative model proposed by Held (1961), Holst 

(1954), and Reason (1978a; 1978b). 

• It employs a model for orientation estimation and 

movement control that is mathematically congruent with 

the approach to modeling orientation and manual control 

defined by Young (1970).  

• It accounts for experimental evidence for 

preprogrammed movement control.  

• It employs a preliminary model for symptom 

production dynamics, which mimics certain nonlinear 

dynamic aspects of symptom time course.  

 

Figure 21 below depicts Oman’s (1982) preliminary model 

for motion sickness response pathways for sensory conflict 

generation mechanisms. The model consists of two linear 

elements (low n-th order pass filters) with “averaging” 

characteristics, a threshold element and a “power law” 

subjective magnitude estimation characteristic.  
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Figure 21: Preliminary dynamic model for motion 

sickness response pathways (Oman, 1982) 

 

Without describing the model in detail, it accounts for 

two major symptoms production, the onset time of subjective 

discomfort and the non-linear effect of the externally 

induced motion amplitude. 

 

3. Bos and Bles Model Description 

The Bos and Bles model (Bles, Bos, de Graaf, Groen, & 

Wertheim, 1998; Bos & Bles, 1998, 2002; Bos et al., 2001b) 

is an extension of the Oman model. The main assumption 

underlying the theoretical construction is a redefinition of 

the sensory rearrangement theory (Merfeld, 1990): “All 

situations which provoke motion sickness are characterized 

by a condition in which the sensed vertical as determined on 

the basis of integrated information from the eyes, the 

vestibular system and the nonvestibular proprioceptors is at 
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variance with the subjective vertical as predicted on the 

basis of previous experience”. In this manner, the 

determination of the internal representation of the vertical 

(i.e. the subjective vertical) is the simplification of the 

classic sensory rearrangement theory.  

The proposed mechanism of sensory integration, before 

the main model, is the following (Bos et al., 2001a): 
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Figure 22: Resolving the sensed vertical, linear 
acceleration and velocity by means of integrated vestibular 
(VES) and visual (VIS) input, together with the idiotropic 
vector (subjective head referenced vertical). After  (Bos et 

al., 2001a) 

 

It is assumed that (Bos & Bles, 2002; Bos, Bles, 

Hosman, & Groen, 2002): 
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� The vestibular system senses linear acceleration 

and angular acceleration ( f  and ω ) 



 
 

� The visual system senses linear velocity, angular 

velocity, and attitude ( f , ω , and g ) 

� Vestibular and linear velocity are added linearly 

with a dominance of visual information 

� Vestibular and visual attitude are weighted 

linearly, and combined with the idiotropic vector (Bos 

et al., 2002) 

 

The sensory afferents, as already described, become 

input to the following vestibular mechanism for spatial 

orientation. The process estimates both the gravitational 

component and the inertial acceleration. 

gefe 

-

+fh Σ

R-1LPR 

ah 

gh 

ω

Figure 23: Vestibular based orientation model, after 
(Bles & Graaf, 1993). 

 

The center of the mechanism in Figure 23 is the low 

pass filter, which operates in an earth fixed reference 

frame. Canal information (ω) is used to rotate (R) the head 

referenced vector (fh). The estimation of gravity (gh) is 

inversely rotated to earth reference frame.  

The mathematical equivalent of this model is (Bos & 

Bles, 2002): 
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dg f g g
dt

ω
τ
−

= − ×  (1.12) 

Where: - τ  is the time constant of the low pass 
filter 

 

As noted by (Bos et al., 2002) this description is the 

three dimensional equivalent of the two-dimensional model 

proposed by (Mayne, 1974).  

The final model for the derivation of spatial 

orientation and motion sickness is the following: 

ext
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Figure 24: Spatial orientation and motion sickness 
model, after (Bos et al., 2000; Bos et al., 2001a) 
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The model uses the observer’s theory approach. There is 

the desired body state (ud), which directs a controller (C) 

generating motor commands (m) that subsequently drive the 

muscles. Together with external perturbations (ext, by a 

car, ship or airplane e.g.), this results in the actual body 



 
 

state (u), which has several components (angular velocity 

ω , linear acceleration a , and gravity g ). This state is 

sensed by somatosensory, visual, and vestibular sensors (S) 

which, after some central nervous system processing and 

delay (D), results in signals representing the state of the 

body (us) (Bos et al., 2001a). The neural store is the copy 

of B and S. The conflict derives from the body state and the 

output of the internal model. 

 ˆs sc u u= −  (1.13) 

This conflict signal is passed through a non-linear 

normalization function and a second order leaky integrator 

so as to give MSI (Bos et al., 2001b). 

 

4. Merfeld’s Model 

This model is fully presented in multiple papers 

(Merfeld, 1990, 1995a, 1995b; Merfeld, Young, Oman et al., 

1993; Merfeld & Zupan, 2002). Initially it was developed to 

help understand complex three-dimensional eye movement 

responses and was later extended to include perceived 

orientation relative to gravity (Glasauer & Merfeld, 1997). 

The model correctly estimates human responses to roll and 

tilt, post-rotational tilt and centrifugation. 

The model is conceptualised around the principle of an 

internal model. The purpose of the internal model is the 

estimation of external variables (such as gravity, 

acceleration, velocity etc.) by mimicking the physical 

relationships between those variables and the sensory 

systems and thereby predicting their time-course from 

incomplete, noisy, and/ or inaccurate sensory information 

(Glasauer & Merfeld, 1997). Such an approach has been used 

57 



 
 

extensively in the modelling literature (Merfeld, Young, 

Oman et al., 1993; Reason & Graybiel, 1973; Zupan, Merfeld, 

& Darlot, 2002). 

 

Physical world Central nervous system 

 
Physical 

relations of 
external 
variables 

Internal model 
predicting the 

external 
variables 

Error 
Sensors 

 
Comparison 

Estimates 
of external 
variables 

 
Sensor model

Figure 25: Principle outline of the internal model 
concept for the estimation of external physical variables 

(Glasauer & Merfeld, 1997). 
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Figure 26: Block diagram of the internal representation 

model (Merfeld, 2001) 

 

In this model, the body dynamics correspond to muscle 

dynamics, limb inertia, etc.  

The main input is the desired orientation, which is 

compared to the estimated orientation, yielding the motor 

reference via a control strategy. The true orientation is 

derived from the latter signal and the external 

disturbances, filtered by the body dynamics. The latter 

signal is measured by the sensory system through the sensory 

dynamics so as to derive the sensory signals. In parallel to 
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the real world body dynamics and sensory dynamics, there 

exists a second neural pathway that includes an internal 

representation of the body dynamics and an internal 

representation of the sensory dynamics. Copies of the 

efferent commands (efference copy) are processed by these 

internal representations to yield the expected sensory 

signals, which when compared to the sensory signals yield an 

error (mismatch). This error is fed back to the internal 

representation of body dynamics to help minimize the 

difference between the estimated and the true orientation 

(Merfeld, 2001). 

 

Figure 27: Outline of the three-dimensional sensory 

conflict model (Glasauer & Merfeld, 1997; Merfeld, Young, 

Oman et al., 1993). 
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Briefly describing the Merfeld model, the semicircular 

canals sense the angular velocity ω  of the head, while 

otolith organs sense both linear acceleration a  of the head 

and gravity . The above signals are the three-dimensional 

model inputs. The output of the model is the above three 

variables’ estimators 

g

ω̂ , â , and ĝ . All vectors are in 

head-fixed coordinates. The internal model (neural 

representation) is comprised of the gravity estimator, the 

model of otolith dynamics, and the model of semicircular 

canals dynamics. 

 

K. SUMMARY 

In this chapter we gave a brief description of the 

existing literature on vestibular system, a system view of 

visual system, the way that vestibular and visual systems 

interact, and, finally, the major models regarding motion 

sickness. 

The HFR model (McCauley et al., 1976) will be used as 

the basis for the validation of the proposed model. 

From the models by Oman, Bos and Bles, and Merfeld et 

al. we will extract useful concepts and sub-systems which 

will be implemented in the proposed model. In the next 

chapter a detailed description of the proposed model will be 

given, including its characteristics, analysis in time 

domain and the outcome of the model. 
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III. METHODOLOGY 

A. OVERVIEW 

The model we propose is based on the main ideas of 

(Bles et al., 1998; Merfeld, Young, Oman et al., 1993; Oman, 

1982) and, furthermore, combines the errors produced in the 

vestibular and the visual system to estimate the motion 

sickness incidence: 

• The intra-vestibular error derives from the 

estimation of gravity. 

• The vestibulo-ocular error derives from the 

residual optical flow. 

 

1. Model Assumptions 

The main assumptions of the proposed model are the 

following: 

(a) The subject is passive to the motions induced. 

There is no motion generated by the subject. 

(b) The major proportion of motion sickness incidence 

derives from the following error signals: 

(1) Within the vestibular system. Especially from 

the error signal developed in the main loop of 

gravity estimation.  

(2) Between the vestibular and the visual system, 

through the vestibulo-ocular and optokinetic 

reflexes. The error is the ROF (residual optical 

flow). 

(c) All calculations performed and all vectors 

concerned are in head-fixed reference frame. The 
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positive directions are forward (x), towards the 

subject’s left (y), and toward the top of the head (z). 

This reference frame is right-handed orthogonal 

coordinate system, where the x-axis is aligned with the 

naso-occipital axis, the y-axis is aligned with the 

interaural axis, and the z-axis is orthogonal to both 

x- and y-axis. Such a frame was used by Merfeld in his 

model of tilt and translational responses (Merfeld & 

Zupan, 2002). Furthermore, research has shown that 

spatial organization of translational and angular 

visual motion cues is performed in a head-fixed, 

vestibular, coordinate system (Graf, Simpson, & 

Leonard, 1988; Wylie, Bischof, & Frost, 1998; Wylie & 

Frost, 1993). 

(d) The internal model (neural representation) is 

composed of the gravity estimator and the model of 

otolith dynamics. (In a three-dimensional model it 

would include the canal dynamics, because, then, canal 

afferents have an effect on the estimation of linear 

acceleration).  

(e) The combined error, which is used to derive the 

estimation of the MSI, is the linear combination of the 

absolute values of the “gravity estimation” normalized 

error and the “residual optical flow” normalized error. 

 

Gravity is important in multiple aspects of human 

physiology, both as a sensory input and as an internal 

estimate. It influences spatial orientation, spatial 

stabilization, locomotion, and vestibulo-ocular reflex.  
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2. Model Characteristics 

 

a. Motion 

The model deals only with simple sinusoidal motion 

in the Z axis (vertical). Constraining the input to such 

motion gives us the ability to better understand the 

characteristics of the problem and minimize the effect of 

numerous complicating factors. 

Furthermore: 

• The model’s output can be easily compared to the 

MSI data from McCauley et al. (1976); 

• Minimal assumptions are necessary about the way 

the central nervous system is adapted to motion. 

 

b. Environmental Factors 

It is assumed that the subject is seated inside a 

closed, lighted simulator, without being able to receive 

visual, or other, information from the outside environment. 

 

c. Adaptation 

One main question underlying adaptation is, “what 

motion is the subject adapted to during his every day life?” 

We assume that a human is adapted to self motion. This 

assumption is difficult to quantify because: 

 1. The range of self motion characteristics is 

wide (walking to running). 
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 2. Motion characteristics in the neural store are 

changing over time because adaptation is a dynamic 

process. 



 
 

 

The problem to solve, therefore, is to derive an 

average motion for the part of the day a subject is normally 

awake. Simplifying the problem, let’s assume that there are 

two situations faced by CNS, walking condition and no motion 

condition.  

Human kinematics and gait are complicated 

activities. Numerous models have been proposed and they are 

being extensively studied; (Inman, Ralston, & Todd, 1981; 

McMahon, 1984; Miura & Shimoyama, 1984; Miyakoshi, Cheng, & 

Kuniyoshi, 2001). We are interested in defining the average 

characteristics of human walking.  

Miyakoshi et al. (2001) used a fixed length leg 

version of a biped. Then they implemented a stretch and 

contract ability to the legs. The corresponding motion of 

the legs was found to be sinusoidal. 

 

Figure 28: Compass-like biped model, after (Miyakoshi 
et al., 2001) 

 

Menz and colleagues (2003), in an experiment with 

subjects walking on a corridor at various speeds, found that 

the speed of subjective comfortable walking ensures that 

movements of the head are smooth and that the lower limbs 
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and trunk act as shock absorbers. Thus, the walking 

accelerations are largely attenuated at the head. Their 

latter finding about attenuation confirms findings of 

previous research (Light & McLellan, 1977). The mean cadence 

was 109.31 steps/ minute (1.822 Hz) and the mean RMS 

vertical acceleration at the head was 0.21 g. The average 

RMS vertical acceleration at the head for the subjective 

comfortable condition was approximately 0.15 g. Frequency 

analysis of raw data reveled that the vertical motion was 

dominated by the frequency derived from cadence, thus 1.822 

Hz. This will be the average motion characterizing 

subjective comfortable walking, for the analysis that 

follows. 

It is interesting to observe that the cadence 

found by Menz and colleagues (2003), was much larger than 

what was expected. Yamanaka (1999) came to the same 

conclusion in an experiment about human’s walking when 

holding a child. It was found that the preferred pace of 

walking was 92.28 steps per minute (1.538 Hz), a value 

larger than expected. 

With the adaptation mechanism, described in detail 

on page 73, at any given time the motion input in the neural 

store is the linear combination of the sensed motion and the 

one already in the neural store. 

Thus, in a simplified analysis of the problem, the 

motion in the neural store will be a weighted average of a 

walking motion, as already described, and no motion. We will 

assume that a subject is adapted to this average motion. 

The simulation model created for the evaluation of 

the average motion, has the following characteristics: 
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� The 24-hour day is divided into three 8-hour 

periods: 

o 00:00-08:00 The normal 8-hour sleep period. 

o 08:01-16:00 “Motion” period. 

o 16:01-23:59 “Less motion” period. 

� Circadian rhythms are not simulated. 

� The adaptation process is continuous, day and 

night. 

� During sleep time the subject senses no motion 

� During the rest of the day the subject senses 

periods of walking-characteristics motion or no motion. 

The decision “motion/ no-motion” is based is random 

(Bernoulli trials). The duration of motion/ no-motion 

periods is determined by an exponential random variable 

with mean: 

o 08:01-16:00 

� Motion:  10 minutes 

� No motion: 5 minutes 

o 16:01-23:59 

� Motion:  5 minutes 

� No motion: 10 minutes 

 

68 

The first step is to find the motion that a 

subject is adapted to before going to bed. We assume that, 

at the beginning of the first day, the subject is fully 

adapted to motion with characteristics  g and 

f=1.822 Hz (derived from Menz et al., 2003). At the end of 

0.15RMSA =



 
 

the third day, motion characteristics are statistically 

stabilized to  g, a value which is much lower than 

the initial one (A. Program 1). In the second phase of the 

simulation (B. Program 2) we calculate the average motion 

characteristics in the “awaken” 16-hour period of the 24-

hour day (between 08:00 and 23:59). The motion used as the 

one that a subject is adapted to, before the beginning of a 

day, is  g and f=1.822 Hz. 

0.0567RMSA =

0.0567RMSA =

After statistical analysis of the simulation data, 

it was found that the average amplitude was 0.0253 g (RMS 

value). 

  Therefore, we assume that the efference copy (or 

internal neural store) which corresponds the motion to which 

the subject is adapted, is a sinusoidal motion with 

acceleration characteristics 0.0253RMSA =  g and f=1.822 Hz. 

 

d. Implications 

An internal characteristic of the model is that 

sensory conflict is always present. The fact that it is not 

perceived relates to the magnitude of sensory conflict and 

the cumulative aspect of it. Thus, short sensory conflicts 

will have no effect on MSI. 

As Oman (1982) noted “A sudden increase in sensory 

conflict vector components may mean only that an external 

disturbance is being encountered”. 

Another issue that is always present is the 

adaptation process. The existence of sensory conflict, which 

is decreased by time, is the indication that the central 

nervous system is always rearranging the contents of the 
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neural store (internal model), used in state estimation and 

control, to minimize the sensory conflict. 

 

3. Otolith Organs 

The otolithic primary afferents are modeled through a 

simplified transfer function that combines tonic (regular) 

and phasic (irregular) afferents. This model resembles a low 

pass filter to represent the gravity vector.  

In our model we began with Young and Meiry’s (1968) 

revised model for otolith dynamics: 

 ( ) ( )
( )( )

0.4 13.2 1
5.33 1 0.66 1OTO

s
S s

s s
+

=
+ +

 (1.14) 

 

Part of our model’s analysis revealed that we could use 

a simplified version of the otolith transfer function 

without losing information or changing our model 

characteristics. 

Thus, the following otolith transfer function is used: 

 ( ) 1
1OTO

OTO

S s
sτ

=
+

 (1.15) 

 

where τOTO=0.66 s 

 

The Bode plot of the two transfer functions is the 

following: 
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Figure 29: Otolith output 

 

It’s obvious that our simplified transfer function has 

the same frequency characteristic as the Young-Meiry model, 

but it doesn’t show a decrement in magnitude below 0.3 

rad/s. 

 
4. Oculomotor Plant 

The neural integrator of the oculomotor plant, 

referring to the mechanics of eye movement, is modeled as 

(Fuchs, Scudder, & Kaneko, 1988): 

 ( ) ( )( )( )
1

2 3 4

1
1 1

E

E E E

sEYE s
s s s 1

τ
τ τ τ

+
=

+ + +
 (1.16) 
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Where τE1=0.14 s, τE2=0.28 s, τE3=0.037 s, and τE4=0.003 
s. 

 
Figure 30: Oculomotor Plant Bode plot 

 

The part of the visual system that extracts linear 

information from image deformation (detection of motion 

taking place on the retina) because of the retinal slip, is 

modeled through a low-pass filter: 

 ( ) 1
1V

RETINA s
sτ

=
+

 (1.17) 

 

Where: time constant of retinal slip τv=0.15 s 

This time constant is chosen to fit eye movements 

during translation of the visual surround (Busettini, Miles, 

Schwarz, & Carl, 1994). 
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This thesis will not deal with: 

• The visual processing that divides the optic flow 

into self-motion and movement of the visual surround 

(Droulez & Cornilleau-Peres, 1993). We assume no self 

motion in the seated subject. 

• The part of the visual system that extracts 

angular information from retinal slip due to visual 

surround rotation. The kind of motion we are dealing 

does not lead to rotation. 

 

B. MODEL DESCRIPTION 

The proposed model is composed of four main sub-models 

and one interface: 

 

• Sub-models: 

1) The sensors of the vestibular system. 

2) The visual system. 

3) The error estimation subsystem, which includes 

the neural store. Actually, the vestibular 

system and the error estimation subsystem are 

not separate but we have included such a 

division for depictive purposes. 

4) The adaptation mechanism. 

• Interface: 

1) The vestibulo-ocular reflex interface, which 

passes information from the vestibular to the 

visual system. 
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1. Vestibular System 

Due to the constraints dealing with the proposed model 

(motion in one axis), only part of the vestibular system is 

modeled. Specifically, the subsystems included are the 

otolith organs and the mechanism to extract independent 

linear acceleration and gravity information from the 

combined induced motion.  

The model to extract the gravity estimate from the 

otolith afferents is a low-pass filter, as suggested by 

(Mayne, 1974) and later implemented by (Angelaki & Hess, 

1996a; Bos & Bles, 1998; Bos et al., 2001b). Pure linear 

acceleration is of a variable nature, therefore has a 

frequency easily distinguishable and filtered out by a low-

pass filter, whereas gravity remains constant in time. Thus 

the output of an LP filter would be an estimate of gravity. 

In the three-dimensional sensory-weighting model, 

proposed by Zupan, Merfeld and Darlot (2002), the 

gravitointerial force separation into estimates of gravity 

and linear acceleration is based on central interaction of 

otolith information with canal and visual information. 

The implementation of an inverter before the otoliths 

takes into account the dynamics of the otolith organs. The 

inverter is needed because the otoliths sense gravitational 

acceleration in the opposite direction to the gravitational 

force. 
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Figure 31: Schematic representation of an otolith 
crystal with mass m , connected by a hair functioning as a 
leaf spring to the body with mass M (Bos et al., 2002) 

 

As we can see in the above diagram, mass M (the 

otolithic macula membrane) is moved by the gravitational 

acceleration . Due to inertia, the otolithic crystal of 

mass m wants to remain in place, but is dragged upwards via 

the spring by M. The resulting steady state condition is 

equal to a condition of rest/ no motion in earth (Bos et 

al., 2002). The consequence is that the gravitational 

acceleration should be directed opposite to the 

gravitational force vector. This conclusion is further 

extended to linear accelerations other than gravity. The 

otoliths can not distinguish between gravity and other forms 

of linear acceleration. Therefore, the inverter implemented 

in the proposed model is inverting the sum of the external 

linear accelerations. 

a

The aforementioned analysis is depicted in Figure 32. 

External motion EXTf  is sensed by the otolith organs, thus 

it is inverted and passed through the orolith organ dynamics 
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( )OTOS s . The central interaction of otolith information with 

canal and visual information, is modeled with a comparator 

that subtracts the otolith efferent signals (corresponding 

to perceived gravity )  from the external motion. The 

outcomes correspond to the perceived linear acceleration . 

ĝ

â

ĝ

 

OTOS

EXTf

â

ˆ

+
1

Perceived 
Linear 

Acceleration

-

g

 

Otolith Organ
Dynamics 

 

  

-1 1 

 External 
Motion Inv 

2
Otolith

Percei
Gravi
Vecto

Figure 32: Model of the vestibular system sensors
after (Angelaki & Hess, 1996a; Bos & Bles, 1998; Bos et a

2001b) 

 

2. Adaptation Mechanism 

The adaptation mechanism is derived from 

simplification of Reason’s neural mismatch model. Because

the kind of motion that our proposed model deals w

(vertical oscillation), Reason’s model (Reason, 1978a)

simplified to include only passive motions (involuntar

The voluntary motor control block and the effectors blo

which correspond to active motion, have been excluded. 
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Figure 33: Structural components of simplified Reason’s 
model. 

 

The adaptation mechanism includes the two basic 

components of the neural mismatch hypothesis, the neural 

store and the comparator unit. 

 

â

ĝ

Ôf

ˆ
Nf

ADAPT

1 A 
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with time) 

 

+ Perceived 
Linear 

Acceleration 

Adaptation 
Signal 

+ 1 

2 
 +Perceived 

Gravity 
Vector 

New Motion 
Characteristics
saved in the 
Neural Store 

+

B 
(decreasing 
with time) 

 

Motion 
in the 

Neural Store 

Neural
Store

Figure 34: Proposed model of the adaptation mechanism 
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The inputs are the perceived motion from the vestibular 

sensors (afferent signals) and the motion already existing 

in the neural store (motion that the subject is adapted to).  

The theoretical idea underlying the change of the 

existing neural store information to the new sensory input 

is the neural memory concept. We assume that earlier motion 

characteristics exist in the Neural Store as memory traces. 

Obviously, the process of saving new motion characteristics 

in the Neural Store is dynamic and continuous in time 

because we always input sensory information. Thus, the 

neural store may be seen as a queue with limited capacity or 

a moving window. The more recent input is fed to the back of 

the queue and pushes the already existing ones to the front 

where they “overflow”. In our case this means that the old 

motion is “forgotten” over time. The combined motion in the 

neural store is the linear combination of the sensed and the 

old motion. The weighting parameters are time dependent. 

The new motion is multiplied by parameter , which 

increases exponentially (asymptotically) with time from 0 to 

1. The old motion is multiplied by parameter 

A

B , which 

decreases exponentially (asymptotically) with time from 1 to 

0: 

 

ˆ ˆ

1
N O

at

at

ADAPT Af Bf

A e
B e

−

−

= +

= −

=

 

In this simplified case, time starts ( t 0= ) when a new 

motion is sensed and stored into the Neural Store. 

In both functions, the exponential factor has the same 

time constant, which is related to the time needed to 

78 



 
 

decrease the amplitude of the old motion and, respectively, 

increase the amplitude of the new input. 

 

3. Error Estimation Subsystem 

The basis used for the error estimation sub-system was 

the internal representation model proposed by Merfeld (shown 

previously in Figure 26 and Figure 27), which was further 

modified because of the motion dynamics included (one-axis 

motion). 

 

Sensory 
Signals External 

Disturbances
Sensory
Dynamics 

+

-

Efference Copy
Expected 
Sensory 
Signals 

Estimated 
Orientation- Internal CNS Model of

Sensory 
Dynamics + 

Internal Model

Adaptation 
Signal 

Estimated 
Orientation

Figure 35: Simplified block diagram of the internal 
representation model in the vestibular system. 

 

In this simplified internal representation model 

(derived from Figure 26) certain changes have been made to 

comply with the basic assumptions and characteristics of our 

proposed model: 

79 



 
 

• There is no “Desired Orientation” because we deal 

only with passive motion, such as the subject seated 

and belted in a chair. The subject senses the 

externally induced motion without any attempt to change 

his posture. 

• There is no link between the “Estimated 

Orientation” and the “True Orientation”, therefore the 

“Control Strategy” and the “Body Dynamics” are 

excluded. 

 

The main input is the “External Disturbances”, which is 

processed by the sensory system through the sensory dynamics 

so as to derive the “Sensory Signals”. In parallel to the 

real world sensory dynamics, there exists a second neural 

pathway that includes an internal representation of the 

sensory dynamics. A copy of the efferent commands (efference 

copy) is processed by this internal representation to yield 

the expected sensory signals, which, when compared to the 

sensory signals, yields an error (mismatch). This error is 

fed back to the internal representation of body dynamics to 

help minimize the difference between the estimated and the 

true orientation. 
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Figure 36: Proposed Error Estimation Subsystem 

 

 

4. VOR Interface 

We have modeled the connection between the error 

estimation subsystem and the visual system with the 

interface depicted in Figure 37. This interafce is derived 

from the model proposed by (Merfeld, Young, Oman et al., 

1993).  
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Figure 37: Proposed VOR Interface. 

 

The estimated linear acceleration ESTα  is integrated 

(through a leaky integrator with time constant Lτ ) and the 

estimated linear velocity v  is derived.  EST

It is known that vestibular nystagmus is inhibited when 

a person’s gaze is fixed on an object that rotates with the 

head. Furthermore, nystagmus is more or less completely 

inhibited during self-initiated sinusoidal head oscillations 

up to about 0.5 Hz (Howard, 1986a). Draper noted that such a 

high pass filter might be included in the Robinson’s model 

of the visual system, to negate the poor low frequency 

response of the vestibular system at frequencies below 0.05 

Hz (Draper, 1998). On the other hand, Benson and Barnes 

(1978) showed that VOR suppression occurs up to 

approximately 1 Hz. 

Thus, the estimated velocity is passed through a second 

order low-pass filter with characteristics that comply with 

the aforementioned findings.  

Finally, the interface is integrated with a constant 

gain element, which will be helpful in the analysis process 

of the model. 
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5. Visual System 

The model used for the visual system is derived from 

the one proposed by (Panerai et al., 2000a, 2000b; Sandini 

et al., 2001) shown previously in Figure 15. 

The input signal from the vestibular system is fed into 

the visual system through the vestibular interface already 

described in the previous paragraph. The vestibular and 

visual information are added to compensate for head motions. 

The main function of the model is that the vestibular 

compensatory signal drives the eye muscles to stabilize 

gaze. The visual feedback signal is used to compensate for 

visual target motion, imperfect vestibular head motion 

detection and other noise. Thus, the residual optical flow 

(ROF) corresponds to the residual error in visual 

stabilization after inertial compensation. The residual 

error is defined in the literature as the slip of the visual 

image on the retina. 

The feedback loop corresponds to the visual detection 

of target’s motion. In the HFR studies (McCauley et al., 

1976) the visual target was a panel of buttons in front of 

the seated subject. Obviously, this is a simplification 

because the subject is not constantly watching the buttons. 

But, the important fact is that the seated subject can view 

the interior of the cabin, but cannot view the external 

world. In this case the visual target’s motion is equal to 

the visual world motion W  (visual surroundings), which are 

static. 

R
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Figure 38: Proposed Visual System Model 

 

Head motion  is affecting gaze, thus it is added at 

the output of the oculomotor plant . 

RH

RE

The gain element in the system has two components. From 

the constant gain component  the small amount of VOR, 

which is independent of visual target distance, is derived. 

The second component 

2K

1k
d
 is inversely proportional to visual 

target distance. The relation among otolithic signals, 
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target distance, and VOR output is suggested by several 

studies (Crane & Demer, 1999; Crane, Viirre, & Demer, 1997; 

Paige, Telford, Seidman, & Barnes, 1998; Telford et al., 

1997; Viirre & Demer, 1996; Viirre, Tweed, Milner, & Vilis, 

1986). 

 

6. Model Overview 

The following diagram depicts the combined model. 
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Figure 39: Proposed Model 
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7. MSI Calculation 

The relationship between the multi-sensory conflict and 

motion sickness was suggested by Oman (1982) as postulated 

by (Reason & Brand, 1975). 

The Motion Sickness Incidence (MSI) calculation is 

completed in three steps. 

(1) The error signal in the estimation of gravity and 

the error signal derived from the visual system are 

normalized independently. This process is needed because the 

two signals have different magnitude levels. Thus, a 

combination of the two at a later step would lead to the 

dominating influence of the greater one on the overall 

(combined) error. This outcome, though, would mean that, if 

we assume that the gravity estimation error has greater 

amplitude, situations where there is only intra-vestibular 

error would lead to increased incidence of emesis. On the 

other hand, if the residual optical flow error has greater 

amplitude then situations with dominant visual error would 

lead to increased incidence of emesis. The results of 

experiments done so far, by researchers dealing with motion 

sickness, do not establish such a relation. Furthermore, the 

independent “normalization” of errors means that CNS is more 

interested in the sustained existence of error from sensory 

subsystems than in the absolute value of the error, which 

seems reasonable. 
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Another issue concerning the two errors is the manner 

in which they should be combined. We excluded multiplicative 

functions because this would mean that, if an error is zero, 

then the total error, and thus MSI, would be zero. For 

example, the absence of light in the environment leads to 

non-existing residual optical flow. Nevertheless, humans 



 
 

face motion sickness symptoms during nighttime. The approach 

was to combine the two errors additively. 

(2) The independent error signals are combined by 

calculating the mean of the absolute values. The sign of the 

existing errors is irrelevant. The existence of sustained 

error is the crucial issue and not the sign of it relative 

to some basis. As Oman (1989) noted, “Rectification is 

required because sensory conflict components are signed 

quantities. The information carried in the sign is 

presumably useful in correcting orientation perception and 

posture control errors. However, stimuli which presumably 

produce sensory conflicts of opposite signs produce the same 

type and intensity of nausea” (Oman, 1989). 

The non-linear function used for the normalization of 

the errors accounts for: 

• The fact that MSI values must lie between 0 and 1. 

Therefore no matter how large the error signals are, 1 

must be the asymptote for MSI. 

• The MSI, as derived from the McCauley et al. 

(1976) experiments is non-linearly dependent on the 

magnitude of the induced motion.   

 

(3) The signal is integrated through a second order 

leaky integrator, which accounts for the cumulative 

characteristic of motion sickness. 
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C. ANALYSIS 

1. Analytical Solution in S-domain 

The following analysis will lead to the derivation of 

analytical solutions for gravity estimation error  and 

residual optical flow 

g∆

ROF . The only input signal of the 

model is the externally induced motion EXTf . 

Analysis of the vestibular model (Figure 32) and the 

gravity error estimation subsystem (Figure 31), in s-domain, 

leads to the following system of equations: 

  

 

( ) ( ) ( )
( ) ( ) ( )
( ) ( ) ( )

( ) ( ) ( ) ( )

( ) ( ) ( )
( ) ( ) ( ) ( )
( ) ( ) ( ) ( )

ˆ

ˆ
ˆˆ

ˆ

ˆ

ˆ
ˆ ˆˆ

OTO EXT

OTO EXT

g a
EXT

OTO EXT EXT

EXT OTO EXT

g s g s g s

g s S s f s

g s S s f s
k kf s g s a s ADAPT s
s s

a s a s a s

a s S s f s f s

a s f s S s f s

∆ = − 


= − 


= 
= − ∆ − ∆ + 

∆ = −


= − 


= − 

 

 

Where: 

•  is the error in the estimation of gravity ( )g s∆

•  is the perceived gravity vector ( )ĝ s

•  is the output (estimated gravity vector) of 

the internal otolithic dynamics model  

( )g s

•  is the transfer function of the otolith 

organs 

( )OTOS s
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•   is the transfer function of the otolithic 

dynamics stored in the internal model (neural store) 

( )ˆ
OTOS s

• ( )EXTf s  is the externally induced gravitointerial 

force 

• ( )ÊXTf s  is the motion sensed or estimated 

•  is a constant gain in the linear acceleration 

estimation loop 

ak

• gk  is a constant gain in the gravity estimation 

loop 

•  is the adaptation signal ( )ADAPT s

•  is the error in the estimation of external 

motion (without gravity) 

( )a s∆

•  is the perceived linear acceleration ( )â s

•  is the output (estimated linear acceleration) 

of the internal otolithic dynamics model  

( )a s

 

Although Oman (1982) noted that “it may be possible 

that the CNS employs somewhat simplified models for the 

behaviour of the body”, we assumed that the internal model 

of the otolith organs’ dynamics is the same as the true 

dynamic model. This approach has also been used by Bos and 

Bles (2001). 

The input signal is assumed to be the externally 

induced motion ( )EXTf s  with characteristics which will be 

defined further on. The output signals to be estimated are:  
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• The gravity error signal ( )g s∆ , which will be used 

at the end for the estimation of MSI 

• The linear velocity error signal ∆ , will be 

used as input signal at the visual system analysis 

( )a s

 

Assuming ( ) ( )ˆ
OTO OTOS s S s= , the solution of the 

aforementioned system for ( )g s∆  and for ( )a s∆  in terms of 

( )EXTf s  and , is the following (( )sADAPT a∆  will be used 

later for the derivation of ROF ): 

 

( ) ( ) ( )
( ) ( ) ( )
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( ) ( ) ( ) ( )

( ) ( ) ( )
( ) ( ) ( ) ( )
( ) ( ) ( ) ( )
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s s

a s a s a s

a s S s f s f s

a s f s S s f s

S s S s

∆ = − 


= − 


= 

= − ∆ − ∆ +  ⇒
∆ = −


= − 


= − 


= 

 

 

( ) ( ) ( ) ( ) ( )
( ) ( ) ( ) ( ) ( ) ( ) ( )( )

( ) ( ) ( ) ( )

( ) ( )

ˆ

ˆ ˆˆ

ˆ

ˆ

OTO EXT OTO EXT

OTO EXT EXT EXT OTO EXT

g a
EXT

OTO OTO

g s S s f s S s f s

a s S s f s f s f s S s f s

k kf s g s a s ADAPT s
s s

S s S s

∆ = − −

∆ = − − −
 ⇒
= − ∆ − ∆ +

= 

 

 

( ) ( ) ( ) ( ) ( ) ( )

( ) ( )( ) ( ) ( ) ( ) ( )1

g a
OTO EXT

g a
OTO EXT

k kg s S s f s g s a s ADAPT s
s s

k ka s S s f s g s a s ADAPT s
s s

 
∆ = − − ∆ − ∆ +  

  ⇒
 ∆ = − − ∆ − ∆ +  


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( ) ( )

( )
( ) ( ) ( )

( ) ( )
( )( )

( ) ( ) ( )

1

1

1 1

OTO a
EXT

g
OTO

gOTO
EXT

a
OTO

S s kg s f s a s ADAPT sk sS s
s

kS s
a s f s g s ADAPT sk sS s

s

 ∆ = − − ∆ +  
  −

 ⇒
−  ∆ = − ∆ +  + − 



 

 

( ) ( )
( ) ( )

( ) ( )( )

( ) ( )( )
( ) ( )

( ) ( )( )

( )

1

1
1

OTO
EXT

a g OTO a

OTO
EXT

a g OTO a

OTO
OTO

sS s
g s f s ADAPT s

s k k S s k

s S s
a s f s ADAPT s

s k k S s k

S s
sτ


∆ = − + + − − 

− ∆ = + 
+ − − 


=

+ 

⇒ 

 ( ) ( ) ( ) ( )( )g EXTg s X s f s ADAPT s∆∆ = +  (1.18) 

 ( ) ( ) ( ) ( )( )a EXTa s X s f s ADAPT s∆∆ = +  (1.19) 

Where: 

•  is gravity error signal derived from the 

comparison of the otolithic afferents and the 

estimation derived from the neural store, with 

( )g s∆

( ) ( )
( ) ( )

OTO
g

a g OTO

sS s
X s

s k k S s k∆ = −
a+ − −
 

•  is linear velocity error signal derived from 

the comparison of the otolithic afferents and the 

estimation derived from the neural store, with  

( )a s∆

( ) ( ) ( )
1 1a g

OTO

X s X s
S s∆ ∆

 
= −  

 
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Furthermore, from the error estimation subsystem 

(Figure 36) we derive the linear acceleration estimation 

: ( )ESTa s

 ( ) ( )1
EST aa s k a s

s
= ∆  (1.20) 

 From the vestibulo-ocular reflex interface (Figure 

37), the visual system (Figure 38), and the equations 

already found for ( )ESTa s  and ( )a s∆  we derive the following 

system of equations: 

( ) ( ) ( ) ( )( )
( ) ( ) ( )
( ) ( ) ( ) ( )( )

( ) ( ) ( )
( ) ( ) ( )

( ) ( )

( ) ( ) ( ) ( )( )

1
2

1
EST

R R

R R R

R O

VOR EST

EST v EST

EST a

a EXT

ROF s RETINA s W s G s

G s E s H s

E s EYE s K VOR s G ROF s

kK k
d

VOR s X s v s

v s X s a s

a s k a s
s

a s X s f s ADAPT s∆

= −

KR


= +


= − + 

= + 


= 
= 

= ∆

∆ = + 

 

Where: 

• ( )ROF s  is the residual optical flow, which refers 

to the retinal slip due to less-than-perfect 

compensation of external motion 

•  is the angular velocity of the visual 

surroundings (in space referenced frame) 

( )RW s

•  is gaze angular velocity used to stabilize 

the visual target on the retina (in space referenced 

frame) 

( )RG s
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•  is the angular velocity signal fed to the 

oculomotor plant 

( )RE s

•  is the distance between the subjects’s eyes and 

the visual terget 

d

•  is the transfer function of the oculomotor 

plant 

( )EYE s

( ) ( )( )( )
1

2 3 4

1
1 1

E

E E E

sEYE s
s s s 1

τ
τ τ τ

+
=

+ + +
 

•  is the constant gain component related to the 

small amount of VOR which in independent of target 

distance 

2k

• 1k
d
 is the gain component inversely dependent to 

visual target distance 

•  is the stabilization signal derived from 

the vestibular system, with transfer function 

( )VOR s

( )
2

1
VOR

VOR VOR
VOR

sX s G
s

τ
τ

 
=  + 

 

•  is a constant gain element in the VOR path ( )VORG s

• ( )ESTv s  is the estimated linear velocity derived 

from the vestibular system, with 

( ) 1
1ESTV

L

X s
sτ

=
+

 

• ( )RETINA s  is the transfer function of the eye 

retinal slip detection mechanism 
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 ( ) 1
1V

RETINA s
sτ

=
+

 

 

The solution of the aforementioned system for residual 

optical flow ( )ROF s , on terms of ( )EXTf s  and , is 

the following: 

( )ADAPT s

( )
( ) ( ) ( ) ( ) ( ) ( )

( ) ( ) ( )( )
( ) ( )( )1 1

EST

a
R R VOR V a

EXT

OKR

kW s H s EYE s X s X s K X s
sROF s f s ADAPT s

RETINA s G EYE s K
RETINA s

∆
 − + 
 = +

+

 

In the case, which we are interested in, the subject’s 

head is moving with a velocity equal to (space reference 

frame): 

 ( ) ( )1 1
R EXH s f s

s d
= T  

The visual world (the part of the visual world the eye 

is focused on, thus the visual target) has velocity: 

 ( ) ( )R RW s H s=  

Thus, the following equation stands: 

 ( ) ( ) ( ) ( )( )ROF EXTROF s X s f s ADAPT s= +  (1.21) 

Where : ( )
( ) ( ) ( ) ( ) ( )

( ) ( )1
EST

a
VOR V a

ROF
OKR

kRETINA s EYE s X s X s X s K
sX s

RETINA s G EYE s K

∆

=
+

 

 

 

2. Analytical Solution in Time Domain 

The external motion impacted to the subjects will be 

the combination of gravity (constant component) and a 
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sinusoidal motion (time variant component), therefore 

( ) ( )sinEXT EXT EXTf t g A tω= + . 

The system is Linear Time Invariant (LTI) and we shall 

assume that it is asymptotically stable. This latter 

assumption will be proven true later on. The stability 

analysis, so as to derive accepted values for the model 

parameters, will be done in a later paragraph.  

The amplitudes of the signals in time domain will be 

derived from the complex modulus (magnitude) of the 

corresponding transfer functions in s-domain. 

From the adaptation mechanism diagram (Figure 34) we 

derive the following for ( )ADAPT s : 

( ) ( ) ( ) ( )
( ) ( ) ( )
( ) ( ) ( )

( ) ( ) ( ) ( )( ) ( ) ( )( )
( ) ( ) ( ) ( )( ) ( ) ( )( )
( ) ( ) ( ) ( ) ( ) ( ) ( )
( ) ( ) ( ) ( )

ˆ ˆ1

ˆ ˆ ˆ
ˆ ˆ ˆ

ˆ ˆ ˆ ˆ1

ˆ ˆ ˆ ˆ1

ˆ ˆ ˆ ˆ ˆ ˆ

at at
N O

N

O O O

at at
O O

at at
O O

O O

OTO EXT OTO

ADAPT t e f t e f t

f t g t a t

f t g t a t

ADAPT t e g t a t e g t a t

ADAPT s L e g t a t e g t a t

ADAPT s g s a s g s a a s a g s a a s a

ADAPT s S s f s S s

− −

− −

− −

= − +
= + ⇒


= + 

= − + + + ⇒

 = − + + + ⇒ 
= + − + − + + + + + ⇒

= − + ( ) ( ) ( ) ( )
( )( ) ( ) ( ) ( ) ( )( ) ( )
( ) ( ) ( ) ( )

1

1 1
EXT OTO EXT

OTO EXT OTO O OTO O

EXT EXT O

f s S s a f s a

S s a f s a S s a f s a S s a f s a

ADAPT s f s f s a f s a

− + + +

− + − + − + + + + − + ⇒

= − + + − +
 

But : 

( ) ( )
( ) ( )

( ) ( )
( ) ( )

( )

( )

2 2

2 2
sin

sin

EXT EXT
EXT

EXT EXT
EXTO O

OEXT EXT EXT
O O

O
O O O

f s L f t gf s A
s sf s L f t

gf t g A t f s A
s sf t g A t

ω
ω

ωω
ωω

=     = + +=      ⇒ 
= +  = +

 + = + 
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Therefore: 

( )
( ) ( )2 22 2 2 2

OEXT EXT
EXT EXT O

EXT EXT O

gADAPT s A A A
s s s a s a

ωω ω
ω ω ω

= − − + −
+ + + + +

 

Where: 

� ( ) ( ) ( )ˆ OTO EXTg s S s f s= −  is the estimated gravity from 

current motion (Figure 32) 

� ( ) ( )( ) ( )ˆ 1OTO EXTa s S s f s= −  is the estimated linear 

acceleration from current motion (Figure 32) 

� ( ) ( ) ( )ˆO OTO Og s S s f s= −  is the estimated gravity sensed 

by the otoliths from the old motion, already in the 

neural store. It is assumed that we are fully adapted 

to this motion.  

� ( ) ( )( ) ( )ˆ 1O OTO Oa s S s f s= −  is the estimated linear 

acceleration sensed by the otoliths from the old 

motion, already in the neural store. It is assumed that 

we are fully adapted to this motion. 

 

By combining the equations for adaptation signal 

 and  we derive the following for : ( )ADAPT s ( )g s∆ ( )g s∆

( ) ( )
( ) ( )2 22 2

OEXT
g EXT O

EXT O

g s X s A A
s a s a

ωω
ω ω

∆

 
∆ = − 

 + + + + 
 

 

Because the system is linear, the last equation 

corresponds to the response of ( )g s∆  in the linear 

combination of two independent input signals, which are 

damped sinusoidals: 
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( )
1

2 2
sinatEXT

EXT EXT EXT
EXT

L A A e
s a

ω
ω

ω
− −

 
  =
 + + 

t  

( )
1

2 2
sinatO

O O
O

L A A e
s a

ω
Otω

ω
− −

 
  =
 + + 

 

Where: 

 [ ]1L−  is the inverse Laplace transform of the 

argument in the brackets 

 

Since  is known, ( )g s∆ ( )g t∆  can be obtained in 

principle by inverting the Laplace transform. However, for 

our purposes it will suffice to know only ( )SSg t∆ , the steady 

state part of ( )g t∆  with the property that 

. Because the system is LTI and the input 

signals are sinusoids (Nise, 2004), the steady-state 

solution is based on the transfer function 

( )(lim SSt
g t g

→∞
∆ − ∆ ( ) 0t =)

( )gX s∆  by 

substituting s jω=

)

 and taking the magnitude of it 

( ) (g g s j
sM X

ω
ω∆ = ∆ =

. Specifically,  

 ( )
( ) ( )2 22 2 1

g

g OTO a OTO

M
k k

ωω
τ ω ω τ

∆ =
+ + −

 

 

For the analysis to follow, let us define ( ),1EXTf t  and 

( ),2EXTf t , where: 
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( )
( )

( )

( )
( )

( )

1
,1 2 2

1
,2 2 2

sin

sin

atEXT
EXT EXT EXT EXT

EXT

atO
EXT O O O

O

f t L A e A t
s a

f t L A e A t
s a

ω
ω

ω

ω
ω

ω

− −

− −

 
≡ = 

+ +  
 

≡ = 
+ +  

 

 

Thus: 

 

( ) ( )
( ) ( )

( ) ( )
( ) ( )

( )

2 22 2

1
1

OEXT
g EXT O

EXT O

OTO LTI
g system

a g OTO a

OTO
OTO

g s X s A A
s a s a

sS s
X s

s k k S s k

S s
s

ωω
ω ω

τ

∆

∆

 
∆ = − 

 + + + +  

= − →

+ − − 

=

+ 


 

 

( ) ( ) ( ) ( ) ( )
( ) ( )
( ) ( )

,1 ,2

,1

,2

sin

sin

SS g EXT EXT g O EXT

at
EXT EXT EXT

at
EXT O O

g t M f t M f t

f t e A t

f t e A t

ω ω

ω

ω

∆ ∆

−

−

∆ = − 
= ⇒


= 

 

 ( ) ( ) ( )sin sinat at
SS g EXT EXT EXT g O O Og t M A e t M A e tω ω ω− −

∆ ∆∆ = − ω

 (1.22) 

 

For ROF error we derive the following: 

( ) ( ) ( ) ( )( )
( ) ( )( )
( ) ( )

( )
( ) ( )

( ) ( )
( ) ( )

2 22 2 2 2

2 22 2

sin

ROF EXT

EXT EXT

EXT EXT EXT

OEXT EXT
EXT EXT O

EXT EXT O

OEXT
ROF EXT O

EXT O

ROF s X s f s ADAPT s

f s L f t

f t A t
gADAPT s A A A
s s s a s a

ROF s X s A A
s a s a

ω
ωω ω

ω ω ω

ωω
ω ω

= +


= 
 ⇒=

= − − + − + + + + + 

 
= − 

 + + + + 

 

99 



 
 

Where: 

 ( )
( ) ( ) ( ) ( ) ( )

( ) ( )1
EST

a
VOR V a

ROF
OKR

kRETINA s EYE s X s X s X s K
sX s

EYE s RETINA s G K

∆

=
+

 

 

Because the system is linear, the last equation for ROF 

corresponds to the response of ( )ROF s  to the linear 

combination of two independent input signals, which are 

damped sinusoidals: 

( )
1

2 2
sinatEXT

EXT EXT EXT
EXT

L A A e
s a

ω
ω

ω
− −

 
  =
 + + 

t  

( )
1

2 2
sinatO

O O
O

L A A e
s a

ω
Otω

ω
− −

 
  =
 + + 

 

 

Furthermore, because the system is LTI and the input 

signals are sinusoids (Nise, 2004), the steady-state 

solution of ( )ROF s  in time domain (frequency response of 

( )ROF s ) will be based on the transfer function ( )ROFX s  by 

substituting s jω=

( )

 and taking the magnitude of it 

( )ROF ROF s j
sM X

ω
ω

=
= . 

 

Therefore: 
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( ) ( )
( ) ( )

( )
( ) ( ) ( ) ( ) ( )

( ) ( )

2 22 2

1
EST

OEXT
ROF EXT O

EXT O
LTI

system
a

VOR V a

ROF
OKR

ROF s X s A A
s a s a

kRETINA s EYE s X s X s X s K
sX s

RETINA s G EYE s K

ωω
ω ω

∆

 
= − 

 + + + +    →

=
+ 

 

( ) ( ) ( ) ( ) ( )

( )
( )

( )
( )

( )
( ) ( ) ( ) ( ) ( )

( ) ( )

,1 ,2

1
,1 2 2

1
,2 2 2

1

EXT O

EST

ROF EXT ROF EXTs j s j

EXT
EXT EXT

EXT

O
EXT EXT

O

a
VOR V a

ROF
OKR

ROF t X s f t X s f t

f t L A
s a

f t L A
s a

kRETINA s EYE s X s X s X s K
sX s

RETINA s G EYE s K

ω ω

ω
ω

ω
ω

= =

−

−

∆

= −

 
=  
+ +     ⇒=   + +   


=
+ 

 

( ) ( ) ( ) ( ) ( )

( ) ( )
( ) ( )

( )
( ) ( ) ( ) ( ) ( )

( ) ( )

,1 ,2

,1

,2

sin

sin

1

EXT O

EST

ROF EXT ROF EXTs j s j

at
EXT EXT EXT

at
EXT O O

a
VOR V a

ROF
OKR

ROF t X s f t X s f t

f t A e t

f t A e t
kRETINA s EYE s X s X s X s K
sX s

RETINA s G EYE s K

ω ω

ω

ω

= =

−

−

∆

= −

=
= ⇒


=
+ 

 

( ) ( ) ( ) ( ) ( )

( )
( ) ( ) ( )

( ) ( )

sin sin

1

EXT O

EST

at at
ROF EXT EXT ROF O Os j s j

a
VOR V a

ROF

OKR

ROF t X s A e t X s A e t

kKX s X s X s
sX s

G K
RETINA s EYE s

ω ω
ω ω− −

= =

∆

= −




= 
+


 

 

But for the transfer function of the residual optical 

flow, ( )ROFX s , stands the following: 
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( ) ( )
( ) ( ) ( )

( ) ( )

( )

( ) ( )( )( )

( )

( )

( ) ( ) ( )

1

2 3 4

2

1

1
1

1
1 1 1

1

1
1

1 1

EST

EST

a
VOR V as j s js j

s j
ROF ROF s j

OKR

s j

V

E

E E E

VOR
VOR VORs j

VOR
s j

V s j
L s j

a gs j
OTO

kK X s X s X s
s

M X s
G K

RETINA s EYE s

RETINA s
s

sEYE s
s s s

sX s G
s

X s
s

X s X s
S s

ω ωω
ω

ω

ω

ω

ω

ω
ω

ω

ω

τ
τ

τ τ τ

τ
τ

τ

∆= ==
=

=

=

=

=

=
=

∆ ∆=

= =

+

=
+

+
=

+ + +

 
=  + 

=
+

 
= −



( ) ( )
( ) ( )

( ) 1
1

s j

s j

OTO
g s j

a g OTO a s j

OTO
OTO

sS s
X s

s k k S s k

S s
s

ω

ω

ω
ω

τ

=

=

∆ =

=















 →





  

= − + − −


=

+ 

( ) ( )
( ) ( ) ( )

( )( )( )( )
( )

( )

( )

( ) ( ) ( )

2 3 4

1

2

2

2

1 1 1 1
1

1

1
1

1

EST

EST

a
VOR V a

ROF ROF
V E E E

OKR
E

VOR
VOR VOR

VOR

V
L

a OTO
g OTO a OTO

kK X j X j X j
j

M X j
j j j j

G K
j

jX j G
j

X j
j

X j
k j k

ω ω ω
ω

ω ω
τ ω τ ω τ ω τ ω

τ ω

τ ωω
τ ω

ω
τ ω

ωω τ
τ ω ω τ

∆

∆



= =
+ + + +

+ 
+ 


= ⇒+



= 
+ 


= − + + − 
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( )
( ) ( ) ( )

( )( )( )( ) ( )

( )
( )

( )
( )

( )
( ) ( )

( ) ( )( )( )( ) ( )

1

2 3 4 1

2 2

2

2

2

2 22 2

2 3 4 1

1

1 1 1 1 1

1
1

1

1

1 1 1 1 1

EST

EST

a
VOR V a E

ROF
V E E E E OKR

VOR
VOR VOR

VOR

V

L

OTO
a

g OTO a OTO

V E E E E OKR

k
K X j X j X j j

j
M

j j j j j G K

X j G

X j

X j
k k

den j j j j j j G K

ω ω ω τ ω
ω

ω
τ ω τ ω τ ω τ ω τ ω
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ω
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∆
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
= 



= +

= 
+

= 

+ + − 

≡ + + + + + +



 

 

For the denominator ( )den jω  of  we derive the 

following: 

ROFX
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( ) ( )( )( )( ) ( )
( ) ( )( ) ( )( ) ( )

( )
( )( )( )

( )

2 3 4 1

2 2
2 2 3 4 3 4 1

4 2
2 3 4 3 4 2 2 3 4

3
2 3 4 1 2 3

1 1 1 1 1

1 1 1

1

V E E E E OKR

V E V E E E E E E OKR

V E E E E E V E V E E E OKR

V E E E E OKR V E E

den j j j j j j G K

den j j j j G K

G K
den j

j G K j

ω τ ω τ ω τ ω τ ω τ ω

ω τ τ ω ω τ τ τ τ ω ω τ τ τ ω

τ τ τ τ ω ω τ τ τ τ τ τ τ τ
ω

ω τ τ τ τ τ ω τ τ τ

= + + + + + + ⇒

= − + + − + + + + ⇒

− + + + + + + +
=

+ + + + + − ( ) ( )( )
( ) ( )
( ) ( ) ( )

4 3 4 2

4 2 3
4 2 0 1 3

2 24 2 3
4 2 0 1 3

E E E V E

den j n n n j n n

den j n n n n n

τ τ τ τ τ

ω ω ω ω ω

ω ω ω ω ω

⇒
+ + +

= − + + − ⇒

= − + + −

 

Where: 

 4 2 3V E E En 4τ τ τ τ=  

 ( )( )3 3 4 3 2 4 2 3V E E E E E E E En 4τ τ τ τ τ τ τ τ τ= + + +  

 ( )( )2 2 3 4 4 2E E V E V E En 3Eτ τ τ τ τ τ τ τ= + + + +  

 1 4 1 2 3E OKR E E E Vn G Kτ τ τ τ τ= + + + +  

  0 1OKRn G K= +

 

Therefore: 
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( ) ( ) ( ) ( )
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= ⇒
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= 

+ + − 
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= − + + − 
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( )
( ) ( )

( )

( ) ( ) ( ) ( )

22 3
12 2

2 222 2 4 2 3
4 2 0 1 3

1 1 1
1 1

1

VOR a OTO VOR E
VOR L

ROF

g OTO a OTO

G k K

M
k k n n n n

τ τ ω τ ω
τ ω τ ω

ω
τ ω ω τ ω ω ω ω

+
+ +

=
+ + − − + + −

2
n

 

So, for ROF we derive the following: 

( ) ( ) ( ) ( ) (sin sinat at
SS ROF EXT EXT EXT ROF O O O )ROF t M A e t M A e tω ω ω− −= − ω  

Where: 

� ( )
( ) ( )

( )

( ) ( ) ( ) ( )

22 3
12 2

2 222 2 4 2 3
4 2 0 1 3

1 1 1
1 1

1

VOR a OTO VOR E
VOR L

ROF

g OTO a OTO

G k K

M
k k n n n n

τ τ ω τ ω
τ ω τ ω

ω
τ ω ω τ ω ω ω ω

+
+ +

=
+ + − − + + −

2
n

 

In summary, the analytical solutions in time domain for 

the gravity estimation error ( )g t∆  and for the residual 

optical flow ( )ROF t , in steady state, are the following: 

( ) ( ) ( ) ( ) (sin sinat at
SS g EXT EXT EXT g O Og t M A e t M A e tω ω ω− −

∆ ∆ Ο∆ = − )ω
 (1.23) 

( ) ( ) ( ) ( ) (sin sinat at
SS ROF EXT EXT EXT ROF O O O )ROF t M A e t M A e tω ω ω− −= − ω

 (1.24) 

Where: 

 ( )
( ) ( )2 22 2 1

g

g OTO a OTO

M
k k

ωω
τ ω ω τ

∆ =
+ + −

 

� ( ) ( )
( )

( )
( )

( ) ( )

2
12 2

2 2

2 24 2 3
4 2 0 1 3

11
1 1

E
VOR a OTO VOR

VOR L
ROF g

G k K

M M
n n n n n

τ ω
τ τ ω

τ ω τ ω
ω ω

ω ω ω ω
∆

+

+ +
=

− + + −
 

� 4 2 3V E E En 4τ τ τ τ=  
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� ( )( )3 3 4 3 2 4 2 3V E E E E E E E En 4τ τ τ τ τ τ τ τ τ= + + +  

� ( )( )2 3 4 2 2 3E E V E V E E En 4τ τ τ τ τ τ τ τ= + + + +  

� 1 4 1 2 3E OKR E E E Vn G Kτ τ τ τ τ= + + + +  

�  0 1OKRn G K= +

 

3. Combined Error Signal Analytical Calculation 

The combined error signal is derived from the mean 

value of the independently normalized errors: 

 ( )

( )

2

1

1
NORM

g

SS

g t
b

g t

∆ =


+   ∆ 


 (1.25) 

Where: 

� gb  is the normalization parameter of gravity 

estimation error 

 

 ( )

( )

2

1

1
NORM

VISUAL

SS

ROF t
b

ROF t

=


+   
 


 (1.26) 

Where: 

�  is the normalization parameter of the 

residual optical flow 

VISUALb

 

 ( ) ( ) ( )
2

NORM NORMg t ROF
ERROR t

∆ +
=

t
 (1.27) 
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4. Motion Sickness Incidence Calculation 

The error signal is varying linearly with the sine of 

the external motion, therefore it varies much faster than 

the cumulate taking place. Thus, at the final calculation of 

the MSI we will use the mean value of the error (integrated 

numerically for one period time of the external motion 

EXTf ). This will give the average error during one period. 

Finally, the MSI derived from the above combined error, 

has the following equation: 

 ( ) 1 1
t

MEAN

tMSI P ERROR e µ

µ

−  
= − +  

   
 (1.28) 

Where: 

� The term 1 1
tt e µ

µ

−  
− +  

  


 is the equivalent of a 

second order leaky integrator in t-domain, from (Bos et 

al., 2001b) 

� ( ) ( )
2

0 0

1 1
2

EXT

T
x t

MEAN MEANERROR ERROR dt ERROR ERROR dx
T

π
ω

π
== → =∫ ∫

 

� EXTx tω=  

� P is a constant used to convert the MSI from [0, 

1] to [0, 100] 

 

5. System Stability 

To have an asymptotically stable system, all the poles 

of the transfer function must have a negative real part (lie 

in the left half of the complex plane). The poles are 

defined as the roots of the transfer function denominator. 
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First we will find the poles of ( )gX s∆ . Thus, we must modify 

the transfer function and rewrite it as: 

( ) ( )
( ) ( )

( )
( ) ( )2 11

1

OTO
g

a g OTO a
g

OTO a OTO g
OTO

OTO

sS s
X s

s k k S s k sX s
s s k k

S s
s

τ τ
τ

∆

∆


= − + − −  ⇒ = − + − −= + 

⇒ 

( )
( )

( ) ( )( )2 2

1 1
g g

OTO OTO

s sX s X s
s k l s k ls k lτ τ∆ ∆= − ⇒ = −

+ − + ++ −
  

Where: 

 
1

2
a OTO

OTO

kk τ
τ

−
=   

 
( )2

2
2

1 4
4

a OTO g OTO

OTO

k k
l

τ τ
τ

− +
=   

 

Therefore, the poles of ( )gX s∆  are: 

( )

( )

( )( )
( )( )

2

1 2
1

2
2

2 2

2
1

2
2

1 41
2 4

1 41
2 4

1 1 1 4
2

1 1 1 4
2

a OTO g OTOa OTO

OTO OTO

a OTO g OTOa OTO

OTO OTO

a OTO a OTO g OTO
OTO

a OTO a OTO g OTO
OTO

k kk
p

p k l
p k l k kk

p

p k k k

p k k k

τ ττ
τ τ

τ ττ
τ τ

τ τ τ
τ

τ τ τ
τ

− +−
= − +

= − +  
⇒ ⇒ = − −  − + −

= − − 


= − + + − + ⇒ 
= − + − − +


  

 

Multiple values may lead to negative real parts, but we 

are interested in these values for  and ak gk  that are 
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simplifying the model. Therefore, we checked four 

combinations of values with the following results: 

 

 Combinations 

 A B C D 

ak  1 -1 1 -1 

gk  1 -1 -1 1 

Pole 1p  1 -1 -0.2576+j1.2037 0.5022 

Pole 2p  -1.5152 -1.5152 -0.2576-j1.2037 -3.0173 

 

Combinations A and D lead to unstable systems because 

at least one pole has non-negative real part. Therefore 

combinations A and D are excluded. 

The same analysis with the transfer function of the 

residual optical flow leads to the exclusion of combination 

A and D. 

 Between combinations B and C we decided to use B 

because we assume that the same dynamics influencing the 

input of external motion into the otolith organs, influence 

the estimation of motion into the neural store. Therefore, 

because we assumed that ( ) ( ) (ˆ ˆ ˆN )f s g s a s= + , then  

( ) ( ) ( )( )1ˆ ˆ ˆEXT EST ESTf s g a g s a s
s

= + = ∆ + ∆ . 

 For the residual optical flow transfer function ( )ROFX s  

we have the following: 
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( ) ( ) ( )

( ) ( )

( )
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
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

= +


+ = + + +

  = ⇒ +  


= 
+ 

  = −     
= + 



 

( ) ( ) ( )( )( )( )
( )

2

2 3 4

1

1
1 1 1 1 1 1

1

VOR OTO a VOR
ROF g

V E E E VOR L
OKR

E

KG k s
X s X s

s s s s s s
G K

s

τ τ
τ τ τ τ τ τ

τ

∆

 
= ⇒ + + + + + + +

+
 

 ( ) ( ) ( )
( )

2
1 1 1

1 1
VOR OTO a E VOR

ROF g
VOR L

KG k s s
X s X s

den s s s
τ τ τ

τ τ∆

+  
=  + + 

 

Where: 

� ( ) ( )( )( )( ) (2 3 4 11 1 1 1V E E E OKR Eden s s s s s G K sτ τ τ τ τ= + + + + + + )1  

But, for  we have: ( )den s
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( ) ( )( ) ( ) ( ) ( )
( ) ( )( ) ( )( ) ( )
( ) ( )( )( )

( ) ( )

2 3 4 1

2 2
2 2 3 4 3 4 1

4 2
2 3 4 3 4 2 2 3 4

3
2 3 4 1 2 3 4 3 4

1 1 1 1 1

1 1

1

V E E E E OKR

V E V E E E E E E OKR

V E E E E E V E V E E E OKR

V E E E E OKR V E E E E E V

den s s s s s s G K

den s s s s s s G K

den s s s G K

s G K s

τ τ τ τ τ

τ τ τ τ τ τ τ τ τ

τ τ τ τ τ τ τ τ τ τ τ τ

τ τ τ τ τ τ τ τ τ τ τ τ

= + + + + + + ⇒

= + + + + + + + + ⇒

= + + + + + + +

+ + + + + + + + ( )( )
( )

2

4 3 2
4 3 2 1 0

E

den s n s n s s n n s n

τ+ ⇒

= + + + +

1

+

4

 

Where: 

� 4 2 3V E E En τ τ τ τ=  

� ( )( )3 3 4 3 2 4 2 3V E E E E E E E En 4τ τ τ τ τ τ τ τ τ= + + +  

� ( )( )2 3 4 2 2 3E E V E V E E En 4τ τ τ τ τ τ τ τ= + + + +  

� 1 4 1 2 3E OKR E E E Vn G Kτ τ τ τ τ= + + + +  

�  0 1OKRn G K= +

 

The poles of ( )ROFX s

0.0146+

 are found to be , 

, , and 

1 3.3363p = −

j2 0.2194p = − 3 0.0751p j= − 4 0.0751 0.0146p = − − . Because 

all the real parts are smaller than zero, we conclude that 

( )ROFX s  gives a stable system. 
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IV. MODEL VALIDATION 

A. PARAMETER SETTINGS 

In the analysis, we dealt with three major categories 

of parameters: 

(1) Category 1: The parameters related to sensory 

dynamics, which are known values. 

(2) Category 2: The parameters for which the values 

given by accepted research are not fixed. In this case, we 

established an acceptable interval for each parameter and 

then investigated the influence of the parameter to the 

proposed model. The final value of these parameters was 

derived from the goodness of fit of the proposed model 

output to the experimental data from McCauley et al. (1976). 

(3) Category 3: The parameters, which we included in 

the model to investigate its performance. The final values 

of these parameters were fixed to simplify the proposed 

model. 

 

The following parameter values were used for the 

analysis: 

Parameter Value 

Otolith organs – time constant τo (Category 1) 0.66 s 

Linear acceleration error estimation loop – Gain ka 
(Category 3) 

-1.0 

Gravity error estimation loop – Gain kg (Category 3) -1.0 

VOR interface – integrator’s time constant τL 5.0 s 
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(Category 2) 

VOR interface - LP filter’s time constant τVOR 
(Category 2) 

1.318 s 

Distance between subject and object and focus – d 

(Category 3) 

1 m 

VOR interface – Constant gain GVOR (Category 3) 1.0 

Visual system – Constant gain GOKR (Category 3) 1.0 

Oculomotor plant – time constant τe1 (Category 1) 0.14 s 

Oculomotor plant – time constant τe2 (Category 1) 0.28 s 

Oculomotor plant – time constant τe3 (Category 1) 0.037 s 

Oculomotor plant – time constant τe4 (Category 1) 0.003 s 

Visual system – Retinal Slip detection time constant 

τV (Category 1) 

0.15 s 

Visual system – fixed gain k2 (Category 2) 0.1 

Visual system – distance dependent gain k1 (Category 

2) 

0.9 

Adaptation – Time constant – 
1

A a
τ =  (Category 2) 

5*60*60 s 

Error calculation – gravity estimation - bg 
(Category 2) 

0.0042 g 

Error calculation – ROF – bvisual (Category 2) 0.00008 g 

MSI calculation – P factor (Category 1) 100 

Table 4: Model parameters values 
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B. FREQUENCY ANALYSIS 

The following Bode plot depicts the frequency response 

of the error components in the proposed model (Appendix B. 

Program 3). 

 

Figure 40: Bode plot of the model frequency response 

 

The gravity estimation error has a maximum at a 

frequency slightly above 0.196 Hz. The maximum visual error 

is taking place at frequency 0.167 Hz. 

 

C. AMPLITUDE-FREQUENCY-MSI PLOT ANALYSIS 

The following plots (Figure 41 and Figure 42) depict 

the calculated MSI surface for a two-hour exposure to motion 

(Appendix B. Program 4). 

 

115 



 
 

 

Figure 41: Proposed model’s predicted MSI versus 

frequency and RMS-acceleration amplitude 

 

Figure 42: Proposed model’s predicted MSI versus 

frequency and RMS-acceleration amplitude. Horizontal 

contours refer to frequency. 
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D. COMPARISON WITH HFR MODEL 

In the following table we included the output MSI from 

three sources, the initial MSI calculated from the raw data 

in the McCauley et al. (1976) experiment, the MSI from the 

HFR descriptive model, and the MSI from the proposed model. 

F Data RMS Vertical Acceleration, in g 

Hz 0.0278 0.055 0.111 0.170 0.222 0.234 0.333 0.444 0.555 

Raw 0 5 

0.083 MC 00.47 04.02 

Prp 10.78 13.27 

Raw 0 10 30 60 

0.167 MC 02.42 12.49 36.29 65.01 

Prp 07.84 14.65 35.98 63.38 

Raw 60*  

0.180 MC 51.31  

Prp 57.00  

Raw 71* 

0.200 MC 62.94 

Prp 67.79 

Raw 31 63 69 

0.250 MC 26.83 55.44 71.02 

Prp 34.23 61.26 73.08 

Raw 5 15 46 50 

0.333 MC 02.70 13.93 38.30 55.46 

Prp 07.24 27.00 54.20 67.35 

Raw 50 40 

0.417 MC 36.28 48.44 

Prp 59.49 68.08 

Raw 0 14 25 33 42 

0.500 MC 01.45 09.05 19.42 29.60 38.64 

Prp 13.88 36.29 50.79 60.21 66.70 

 Raw 8 8 

0.600 MC 12.51 18.67 

Prp 50.28 57.27 

Raw 4 

0.700 MC 06.74 

Prp 48.20 

Table 5: Comparison of calculated MSI in a 2-hour 
exposure among the HFR model, proposed model and observed 
MSI in McCauley et al. (1976) experiments (* 90 minute 

exposure). 
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In the frequency region between 0.083 Hz and 0.417 Hz, 

the proposed model produces MSI that is no more than ±10% 

away from the raw data. In some cases the proposed model is 

closer to the raw data than the HFR model. 

The difference between the proposed model and the raw 

data grows larger at the frequency edges of the HFR data 

set.  

In the diagrams that follow, we can see the comparison 

between the HFR MSI model and the MSI predicted by the 

proposed model (Appendix B. Program 5). The diagrams reflect 

the difference between the two predicted MSIs. 

 

Figure 43: Comparison of predicted MSI (versus 
frequency and RMS-acceleration amplitude) between the 

proposed and the HFR MSI model. 
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Figure 44: Difference in MSI projection plot. 
Horizontal plot contours refer to frequency of induced 

motion. 

 

Figure 45: Difference in MSI projection plot. 

Horizontal plot contours refer to RMS amplitude of induced 

motion. 
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The difference of predicted MSI between the proposed 

model and the HFR model is less than ±5% in the frequency 

region between 0.07 Hz and 0.25 Hz. 

The difference reaches -33% at 0.6 Hz and -21% at 0.05 

Hz. This difference, at the outer frequency regions of the 

McCauley et al. (1976) experiments, is attributed to the 

limited number of human sub-systems which are known to 

provide motion information to the central nervous system 

(CNS), but are not taken into account into the proposed 

model. Thus, the corresponding errors from the 

aforementioned sub-systems, are not included in the 

prediction of MSI. 

We believe that the proposed model may, very easily, be 

extended to include motion information derived from other 

sources (e.g. somatosensory input) so as to minimize the 

difference between the predicted MSI and the MSI found in 

real life. 

 

E. ADAPTATION PLOTS 

Adaptation was implemented in the proposed model with 

the adaptation mechanism as already described in page 76. 

The basis for that mechanism was the adaptation time 

constant, which we set to a value to compare the output MSI 

with the MSI found by McCauley et al. (1976). 

It is obvious that MSI is minimal during the initial 

ten minutes of motion. After that, a rise time exists, which 

leads to the observed peak. Practically, MSI stabilizes for 

a small amount of time at peak values, and then adaptation 

begins to take effect. 
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The following plots summarize the model behavior in 

time (F. Program 6). The time constant was chosen to fit the 

McCauley et al. data. 

 

Figure 46: Predicted MSI for a 3-hour period (linear x-
axis). 0.5RMSA =  g and 0.167f =  Hz. 

 

Figure 47: Predicted MSI for a 10-hour period (linear 
x-axis). 0.5RMSA =  g and 0.167f =  Hz. 
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Figure 48: Predicted MSI for an 24-hour period 
(logarithmic x-axis) . 0.5RMSA =  g and 0.167f =  Hz. 

 

The following combined diagram depicts the timeline of 

predicted MSI at a frequency of 0.25 Hz and at three RMS-

amplitude values, 0.111 g, 0.222 g and 0.333 g (F. Program 

6). The amplitude, frequency, and time values were chosen to 

resemble to the ones used in the McCauley et al. (1976) 

report. 
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Figure 49: Predicted MSI at 0.25 Hz 
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V. CONCLUSIONS AND RECOMMENDATIONS FOR FUTURE WORK 

A. CONCLUSIONS 

The proposed model combines the error produced in two 

major sensory systems to estimate the Motion Sickness 

Incidence: 

• The error produced in the estimation of gravity vector in 

the vestibular system, and 

• The error produced by the retinal slip in the visual 

system (residual optical flow). 

 

The final product compared to the HFR MSI data from 

McCauley et al. (1976) gives an acceptable approximation for 

the critical region of frequencies. 

The existing differences between the proposed model and 

the HFR data can be attributed to the constrained nature of 

this thesis. 

The model cannot be used for the prediction of 

seasickness of a specific individual. After all, connection 

between a specific parameter and susceptibility to motion 

sickness is yet to be found (Bles et al., 1984; Lentz, 

1984). Nevertheless, its output is close to the experimental 

statistical data, as already mentioned. 

 

B. RECOMMENDATIONS FOR FUTURE WORK 

Many aspects of the proposed model may be redefined and 

reanalyzed in future research. Furthermore, the existing 

model may be integrated with other human subsystems, which 

contribute to the sensory conflict. 
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• The model must be expanded to include motion with 6 

degrees of freedom. The vestibular system submodel, in 

this case, would include the influence from the 

semicircular canals’ afferent signals. 

• The MSI is related non-linearly to the amplitude of the 

external motion. The proposed model does not explain why 

this happens. Future research should establish a better 

understanding of the connection between human physiology 

and motion characteristics. 

• Proprioception is known to play a crucial role in 

postural control and in motion sickness. Future work may 

add the influence of proprioception to the overall 

sensory error estimation. 

• The role of human body stabilization and locomotion may 

play a key role in MSI for subjects who are free to move 

about, as in a ship’s crew (Stoffregen, Hettinger, Haas, 

Roe, & Smart, 2000; Stoffregen & Smart, 1998). 

• An engineering systems approach was taken in modeling 

this human physiology issue. Nevertheless, other 

approaches are possible. We believe that the proposed 

model can be viewed as multi-agent complex adaptive 

system. Such approach has already been applied in human 

vigilance, with very promising results (Wellbrink, 2003). 
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APPENDIX A. GLOSSARY 

The following glossary contains the definitions of 

terms included in the main text but are not defined in it. 

The terms fall into two main categories, those commonly 

used in human factors research, and those related to 

technical aspects of the model. 

The glossary has been derived from (Griffin, 1990a) and 

National Space Biomedical Research Institute (Institute, 

2004). 

 

Absolute value: (a). The absolute value of a real 

number is a positive number that has the same numerical 

value as the real number. (b). The absolute value of a 

complex number is the positive square root of the sum of the 

squares of the real and imaginary parts. See: modulus 

Acceleration: A vector quantity that specifies the rate 

of change of velocity (meters per second squared). 

Adaptation: (a). A change, usually a decrease, in 

sensitivity as a consequence of stimulation. (b). A general 

advantageous change in response to new conditions. See 

habituation. 

Aetiology: A part of medical science concerned with 

the causes of disease. 

Afferent: The conduction of nerve impulses from the 

sense organs to the central nervous system. See: efferent 

Amplitude: The maximum value of a sinusoidal quantity. 

Also called peak amplitude and single amplitude. 
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Arousal: A general term indicating the extent of 

readiness of the body. 

Band-pass filter: A filter that has a single 

transmission band extending from a lower cut-off frequency 

(not zero) to an upper cut-off frequency (not infinite). 

Caloric stimulation: Stimulation induced by hot or 

cold water introduced into the outer ear. 

Central Nervous System (CNS): Part of the nervous 

system consisting of the brain and the spinal cord. 

Compensatory eye movements: Movements of the eyes 

which compensate for movements of the head. See: vestibulo-

ocular reflex; pursuit reflex. 

Coriolis force: Additional force which arises when 

a movement is made on a body which is undergoing rotational 

motion. The force arises from a cross-coupling of the 

motions; the resultant motion is called Coriolis 

acceleration or cross-coupled acceleration. 

Cut-off frequency: A frequency above or below the 

frequency of maximum response of a filter at which the 

response to a sinusoidal signal is 3 dB below the maximum 

response. 

Disorientation: Inability to orientate with an 

environment in either space or time. 

Doll’s eye movement/ reflex: The tendency for the eyes 

to remain horizontal as the head is tilted backward or 

forward. See: vestibulo-ocular reflex. 
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Efferent: The conduction of nerve impulses from the 

central nervous system towards the peripheral nervous system 

(e.g. to the muscles). See: afferent. 

Emesis: Vomiting. 

Empirical: Based on observation and experiment 

rather than theory. 

Etiology: See: aetiology. 

Eye movements: See: compensatory eye movements; pursuit 

eye movements; saccade; vestibulo-ocular reflex. 

Fatigue: Weariness resulting from bodily or mental 

exertion. 

Feedback: The provision, at the input of a system, of 

some information on the output of the system. 

Filter: A device for separating oscillations on the 

basis of their frequency: it attenuates oscillations at some 

frequencies more than those at other frequencies. 

Frequency: The reciprocal of the fundamental 

period. Frequency is expressed in Hz which corresponds to 

one cycle per second. 

Frequency response: The output signal from a system 

expressed as a function of the frequency of the input 

signal. 

Gain: The amplification/ attenuation provided by a 

system. 

Gravitoinertial environment: A gravitoinertial 

environment is an environment in which gravity and inertia 

exist. 
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Habituation: Reduction in human response to a 

stimulus as a result of cumulative exposure to the stimulus. 

(Habituation is often assumed to involve activity of the 

central nervous system). See: adaptation. 

High-pass filter: A filter which has a single 

transmission band extending from a lower cut-off frequency 

(not zero) up to infinite frequency or, in practice, above 

the highest frequency of interest. 

Hypothesis: A supposition made as a starting point 

for reasoning or investigation without an assumption as to 

its truth. 

Idiotropic vector: A subjective head-referenced vector 

always aligned with the head upward axis. The additive 

effect of the idiotropic vector is to bias the subjective 

vertical toward the head axis. 

Incidence: The number of new cases of a disease in 

a population over a specified period of time. (Often 

expressed as a percentage of the population). 

Inertia force: The reaction force exerted by a mass 

when it is being accelerated. 

Latency: The period of apparent inactivity between the 

time a stimulus is presented and the moment that a specified 

response occurs. 

Linear Time-Invariant System (LTI): A linear whose 

components’ characteristics remain unchanged by time. 

Low-pass filter: A filter which has a single 

transmission band extending from zero frequency up to finite 

frequency. 
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Modulus: The modulus of a complex number is its 

absolute value. 

Motor: In life sciences, a term used to refer to 

processes or anatomical areas associated with muscular 

action. 

Normalize: To adjust a set of values such that they 

conform to some requirement. (The requirement may be a 

defined range, etc.) 

Nystagmus: Nystagmus is a rhythmical oscillation of 

the eyeball, either pendulum-like or jerky. A variety of 

causes for nystagmus are known. In space-related research, 

the caloric nystagmus (caused by hot or cold water in the 

ear), the optokinetic nystagmus (triggered by looking at a 

rotating dome), and the vestibular nystagmus (when a 

rotation of the body stops abruptly) are of special 

interest. 

Ocular: Relating to the eye. 

Oculo-: The eye, or relating to the eye (combining 

form). 

Oculomotor: Term used to refer to eye movements and 

their muscular control. 

Optokinetic: Relating to eye movements produced by a 

moving visual stimulus. 

Peak value: The maximum value of a quantity during a 

given interval. 

Perception: Awareness of some event; process by 

which the mind refers its sensations to external objects as 

cause. 
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Physiology: The science of the normal functions and 

phenomena of living things. 

Process: A collection of signals. 

Proprioception: The perception of information about 

the position, orientation and movement of the body and its 

parts. (Involves the somatosensory system and the vestibular 

system), 

Pursuit eye movement: The rotation of the eye to 

follow a moving object. See: compensatory eye movements. 

Reflex: An involuntary reaction in response to a 

stimulus applied peripherally and transmitted to the nervous 

centers of the brain or spinal cord. 

Root-Mean-Square value (RMS): (a). The RMS value of a 

set of numbers is the square root of the average of their 

squared values. (b). The RMS value of a function, ( )x t , over 

an interval between t  and t  is the square root of the 

average of the squared values of the function over the 

interval 

1 2

RMS value

( )
2

1

1
2

2

2 1

t

t

x t dt

t t
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Sea sickness: A form of motion sickness induced by 

marine environments. 

Sensorimotor: Relating to the neural circuit from a 

receptor to the central nervous system and back to a muscle. 
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Sign: Any objective evidence of the presence of a 

disorder or a disease. 

Sopite syndrome: Sleepiness, lassitude or drowsy 

inattention induced by vibration or low frequency 

oscillation. 

Steven’s power law: The law suggests that the 

relationship between the magnitude, ψ , of psychological 

sensation produced by a stimulus of magnitude, ϕ , is given 

by nkψ ϕ= . 

Strain: In life sciences, the situation where the 

body is placed under severe load from physical or mental 

demands. See: stress, stressor. 

Stress: In life sciences, either the cause of strain 

or the strain which is caused. See: stressor. 

Stressor: A cause of strain, or stress. 

Subject: A participant in an experiment. 

Subjective: In life sciences, something which is 

dependent on an individual. See: objective. 

Symptom: In medicine, an abnormality in function, 

appearance or sensation which is discovered by the patient. 

(A symptom is a subjective sign of a disease). 

Syndrome: In medicine, a combination if signs and 

symptoms which collectively indicate a disease. 

Translation: The movement of an object so that all 

its parts follow the same direction (i.e. movement without 

rotation). 
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Translational motion: Movement without (or 

considered apart from) rotation. 

Vection: The illusory perception of self-motion. 

Vestibular system: Collective term for the three 

semicircular canals and the two vestibular sacs (utricle and 

saccule) within the labyrinth of the inner ear. The 

vestibular system is involved in the perception of spatial 

orientation. 

Vestibulo-: Combining form denoting vestibule. 

Vestibulo-ocular reflex (VOR): Involuntary eye 

movements arising from excitation of the vestibular system.  
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APPENDIX B. SUPPORTING SOFTWARE CODE 

A. PROGRAM 1 

The following code computes the motion a subject is 

adapted to at the beginning of each day  

 

clc 

clear 

tau_A=5*60*60;        % adaptation time constant in [s] 

maxDays=3; 

Motion_Amplitude_Before_Bed_Average=0; 

meanDuration=10*60;   % mean duration, in [s] 

maxIter=10000; 

sleepDuration=8*60*60; 

Ao=0.15; 

for (iter=1:1:maxIter) 

    Ato=Ao; 

    for (day=1:1:maxDays) 

        A=exp(-sleepDuration/tau_A)*Ato; 

        Ato=A; 

        to=0; 

        t=8*60*60; 

        while (t<=24*60*60) 

            motionFlag=rand;  % Motion/ no motion decision 

            if (t<=16*60*60 & motionFlag<0.5) 

                randMeanDuration=0.5*meanDuration; 

            elseif (t>16*60*60 & motionFlag>=0.5) 

 135
                randMeanDuration=0.5*meanDuration; 



 
 

            else 

                randMeanDuration=meanDuration; 

            end 

            duration=exprnd(randMeanDuration);    % Duration of 

motion/ no motion period, in [sec] 

            if (to+duration>24*60*60) 

                duration=24*60*60-to; 

            end 

            to=t; 

            if (motionFlag<0.5)     % No motion 

                A=exp(-duration/tau_A)*Ato;               

            else 

                A=exp(-duration/tau_A)*Ato+(1-exp(-

duration/tau_A))*Ao; 

            end 

            Ato=A; 

            t=t+duration; 

        end 

    end 

    AtoIter(iter)=Ato; 

end 

for (iter=1:1:maxIter) 

    

Motion_Amplitude_Before_Bed_Average=Motion_Amplitude_Before_Bed_Average+

AtoIter(iter)/maxIter; 

end 

AtoAverageRMS=Motion_Amplitude_Before_Bed_Average 
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B. PROGRAM 2 

The following code computes the average RMS amplitude 

of motion a subject is adapted to during a day (08:00 – 

23:59) 

 

clc 

clear 

tau_A=5*60*60;     % adaptation time constant in [s] 

meanDuration=10*60; % mean duration, in [s] 

maxIter=10000; 

sleepDuration=8*60*60; 

totalAverage=0; 

Ao=0.0567; 

i=0;      

for (iter=1:1:maxIter) 

    Ato=Ao; 

    to=0; 

    A=exp(-sleepDuration/tau_A)*Ato; 

    average(iter)=0; 

    Ato=A; 

    t=8*60*60; 

    while (t<=24*60*60) 

        motionFlag=rand;        % Motion/ no motion decision 

        if (t<=16*60*60 & motionFlag<0.5) 

            randMeanDuration=0.5*meanDuration; 

        elseif (t>16*60*60 & motionFlag>=0.5) 

            randMeanDuration=0.5*meanDuration; 

        else 
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            randMeanDuration=meanDuration; 

        end 

        duration=exprnd(randMeanDuration);   % Duration of motion/ 

no motion period, in [sec] 

        if (to+duration>24*60*60) 

            duration=24*60*60-to; 

        end 

        to=t; 

        if (motionFlag<0.5)     % No motion 

            A=exp(-duration/tau_A)*Ato; 

            average(iter)=average(iter)-tau_A*Ato*(exp(-

duration/tau_A)-1); 

        else 

            A=exp(-duration/tau_A)*Ato+(1-exp(-

duration/tau_A))*Ao; 

            average(iter)=average(iter)-tau_A*Ato*(exp(-

duration/tau_A)-1)+Ao*duration+tau_A*Ao*(exp(-duration/tau_A)-1); 

        end 

        Ato=A; 

        t=t+duration; 

    end 

    average(iter)=average(iter)/(16*60*60); 

    totalAverage=totalAverage+average(iter)/maxIter; 

end 

totalAverageRMS=totalAverage 
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C. PROGRAM 3 

The following code depicts the Bode plot of the 

proposed model’s main errors, g∆  and ROF . 

 

clc 

clear 

tau_o=0.66; 

ka=-1.0; 

kg=-1.0; 

tau_L=5.0;          % Integration of a to v 

d=1; 

tau_VOR=1.318;        % VOR suspension LP filter 

Gvor=1.0; 

Gokr=1.0; 

tau_E1=0.14;        % Eye system 

tau_E2=0.28;        % Eye system 

tau_E3=0.037;       % Eye system 

tau_E4=0.003;       % Eye system 

tau_v=0.15;         % Retina slip detection 

k2=0.1;             % fixed because VOR gain=1 for d>> 

k1=0.9; 

K=k2+k1/d; 

bg=0.0042; 

bv=0.00008; 

s=tf('s'); 

S=1/(tau_o*s+1);    % Otolith transfer function 
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leaky_v=1/(tau_L*s+1); 

VORsusp=(tau_VOR*s/(tau_VOR*s+1))^2; % VOR suspension HP filter 

EYE=(tau_E1*s+1)/((tau_E2*s+1)*(tau_E3*s+1)*(tau_E4*s+1)); 

RETINA=1/(tau_v*s+1); 

Wr=1/s*1/d; % External motion in space referenced frame  

Hr=1/s*1/d; % Head motion in space referenced frame  

Dg=-s*S/(s+S*(ka-kg)-ka); 

Da=-s*(S-1)/(s+S*(ka-kg)-ka); 

a=ka*Da/s; 

v=a*leaky_v*(1/d); 

VOR=Gvor*VORsusp*v; 

ROF=RETINA*EYE*K*VOR/(1+EYE*K*Gokr*RETINA); 

subplot(1,1,1); 

bode(Dg,ROF); 

grid on; 

legend('Dg','ROF') 

 

 

D. PROGRAM 4 

The following code plots Motion Sickness Incidence 

versus RMS amplitude and frequency of externally induced 

motion, as predicted from the proposed model. 

 

clc 

clear 

% Model Parameters 

Ao=0.0253;   % RMS amplitude Ao of motion in neural store, in [g] 

 140
Fo=1.822;    % frequency Fo of motion in neural store, in [Hz] 



 
 

T=120;       % T [min] time of the experiment 

 

tau_A=5*60*60;      % [s] 

kg=-1.0; 

ka=-1.0; 

bg=0.0042;         % bg [g]  

bv=0.00008;        % bv [g]  

mu=10*60;          % time constant of 2nd order leaky integrator 

P=100.0;           % P [%] 

n=2; 

tau_L=5.0;        % Integration of a to v [s] 

d=1;               % [m] 

tau_VOR=1.318;       % VOR suspension HP filter 

Gvor=1.0; 

Gokr=1.0; 

% Plot Paramaters 

MSImin=0.0; 

MSImax=100.0; 

Anmin=0.05;       % RMS minimum amplitude of new motion An in [g]  

Anmax=0.6;       % RMS maximum amplitude of new motion An in [g] 

na=10; 

Fnmin=0.05;      % minimum frequency of new motion Fn in [Hz] 

Fnmax=0.6;       % maximum frequency of new motion Fn in [Hz]  

nf=20; 

logFnmin=log10(Fnmin); 

logFnmax=log10(Fnmax); 

tolerance=0.0001; 
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T=T*60;          % conversion from minutes to seconds 



 
 

logFnmin=log10(Fnmin); 

logFnmax=log10(Fnmax); 

 

i=0; 

for An=Anmin:(Anmax-Anmin)/na:Anmax, 

    i=i+1; 

    j=0; 

    for Fn=10.^(logFnmin:(logFnmax-logFnmin)/nf:logFnmax), 

        j=j+1; 

        period=1/Fn; 

        

hmean=1/period*quad(@matsangas3fun,0,period,tolerance,0,An,Ao,Fn,Fo,tau_

L,tau_A,kg,ka,bg,bv,T,n,d,Gvor,Gokr,tau_VOR); 

        msi(j,i)=P*hmean*(1-(T/mu+1)*exp(-T/mu)); 

    end 

end 

surf(msi) 

axis([1 i 1 j MSImin MSImax]) 

set(gca,'YDir','rev') 

set(gca,'XTick',[1 3 5 7 9 11]) 

set(gca,'XTickLabel',{'0.05';'0.16';'0.27';'0.38';'0.49';'0.6'}) 

set(gca,'YTick',[1 5 9 13 17 21]) 

set(gca,'YTickLabel',{'0.050';'0.082';'0.135';'0.222';'0.365';'0.6

00'}) 

xlabel('Amplitude A-RMS [g]'); 

ylabel('Frequency F [Hz]'); 

zlabel('MSI [%]'); 

title('Proposed Model'); 
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E. PROGRAM 5 

The following code plots the MSI difference between the 

proposed model and the HFR model (McCauley et al., 1976), 

versus RMS amplitude and frequency of externally induced 

motion. 

 

clc 

clear 

% Model Parameters 

Ao=0.0253; 

Fo=1.822; 

T=120;               % T [min] time of the experiment 

tau_A=5*60*60;      % [s] 

kg=-1.0; 

ka=-1.0; 

bg=0.0042;         % bg [g] 

bv=0.00008;        % bv [g] 

mu=10*60;          % time constant of 2nd order leaky integrator 

P=100.0;           % P [%] 

n=2; 

tau_L=5.0;        % Integration of a to v [s] 

d=1;               % [m] 

tau_VOR=1.318;       % VOR suspension HP filter 

Gvor=1.0; 

Gokr=1.0; 

% Plot Paramaters 

MSImin=0.0; 
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MSImax=100.0; 

Anmin=0.05;      % RMS minimum amplitude of new motion An, in [g]  

Anmax=0.6;       % RMS maximum amplitude of new motion An, in [g] 

na=10; 

Fnmin=0.05;      % minimum frequency of new motion Fn, in [Hz] 

Fnmax=0.6;       % maximum frequency of new motion Fn, in [Hz]  

nf=20; 

logFnmin=log10(Fnmin); 

logFnmax=log10(Fnmax); 

tolerance=0.0001; 

T=T*60;          % conversion from minutes to seconds 

logFnmin=log10(Fnmin); 

logFnmax=log10(Fnmax); 

i=0; 

for An=Anmin:(Anmax-Anmin)/na:Anmax, 

    i=i+1; 

    j=0; 

    for Fn=10.^(logFnmin:(logFnmax-logFnmin)/nf:logFnmax), 

        j=j+1; 

        % Revised Model 

        period=1/Fn; 

        

hmean=1/period*quad(@matsangas3fun,0,period,tolerance,0,An,Ao,Fn,Fo,tau_

L,tau_A,kg,ka,bg,bv,T,n,d,Gvor,Gokr,tau_VOR); 

        msi(j,i)=P*hmean*(1-(T/mu+1)*exp(-T/mu)); 

         

        % McCauley Model 

        flog=log10(Fn); 
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        amu=0.87+4.36*flog+2.73*flog^2; 

        accelog=log10(An); 

        za=(accelog-amu)/0.47; 

        tlog=log10(T); 

        zt=(tlog-1.46)/0.76; 

        denom=sqrt(1.0-(-0.75)^2.0); 

        ztprime=(zt+0.75*za)/denom; 

        msiMcCauley(j,i)=100.0*stdphi(za)*stdphi(ztprime); 

    end 

end 

% Comparison of models 

diafora=msiMcCauley-msi; 

subplot(1,1,1); 

surfc(diafora); 

%axis([1 i 1 j MSImin MSImax]) 

set(gca,'YDir','rev') 

set(gca,'XTick',[1 3 5 7 9 11]) 

set(gca,'XTickLabel',{'0.05';'0.16';'0.27';'0.38';'0.49';'0.6'}) 

set(gca,'YTick',[1 5 9 13 17 21]) 

set(gca,'YTickLabel',{'0.050';'0.082';'0.135';'0.222';'0.365';'0.6

00'}) 

xlabel('Amplitude A-RMS [g]'); 

ylabel('Frequency F [Hz]'); 

zlabel('MSI Differnce in [%]'); 

title('Comparison between Proposed and McCauley Model'); 
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F. PROGRAM 6 

The following code plots the MSI predicted by the 

proposed model versus time. 

 

clc 

clear 

 

% Model Parameters 

Ao=0.0253;  % RMS amplitude Ao of motion in neural store, in [g] 

Fo=1.822;   % frequency Fo of motion in neural store, in [Hz] 

tau_A=5*60*60;      % [s] 

kg=-1.0; 

ka=-1.0; 

bg=0.0042;         % bg [g]  

bv=0.00008;        % bv [g]  

mu=10*60;          % time constant of 2nd order leaky integrator 

P=100.0;           % P [%] 

n=2; 

tau_L=5.0;        % Integration of a to v [s] 

d=1;               % [m] 

tau_VOR=1.318;       % VOR suspension HP filter 

Gvor=1.0; 

Gokr=1.0; 

 

% Plot Paramaters 

tolerance=0.0001; 
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An=0.5; 

Fn=0.167; 

tmax=24*60*60;    % Maximum time in seconds 

step=1*60;       % step time in seconds 

i=0; 

for t=1:step:tmax, 

        i=i+1; 

        period=1/Fn; 

        

hmean=1/period*quad(@matsangas3fun,0,period,tolerance,0,An,Ao,Fn,Fo,tau_

L,tau_A,kg,ka,bg,bv,t,n,d,Gvor,Gokr,tau_VOR); 

        msi(i)=P*hmean*(1-(t/mu+1)*exp(-t/mu)); 

    end 

end 

%plot(msi,'LineWidth',3,'Color',[0 0 1]) 

semilogx(msi,'LineWidth',3,'Color',[0 0 1]) 

xlim([0 tmax/60]); 

xlabel('Time in [min]'); 

ylabel('MSI [%]'); 

title('Adaptation Analysis'); 

grid on; 
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